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ABSTRACT

Advanced time-marching algorithms are designed to compute steady-state so­

lutions of the Euler equations. These algorithms include the implicit ADI and the 

explicit Runge-Kutta multi-stage schemes that utilize central differencing in space. 

Additional implicit schemes such as the full implicit, diagonal ADI, and various LU 

schemes are also explored. The computations are made on a body-fitted, generalized 

coordinate system.

The present work proceeds by first studying the implicit ADI and explicit 

Runge-Kutta schemes on one- and two-dimensional, incompressible and compress­

ible problems. The converged solutions for both schemes are identical, and their 

accuracy is confirmed by available analytical solutions. The efficiencies (conver­

gence rates) of these schemes axe a major issue of the present work. The results 

show that the implicit scheme is overwhelmingly superior to the explicit scheme 

in one dimension, is only slightly more efficient than the explicit scheme in two 

dimensions, and is less efficient than the explicit scheme in three dimensions.

Along with the flow computations, stability analyses are carefully studied. The 

stability analysis decomposes the residual errors via the Fourier transformation and 

determines their amplification. This powerful tool predicts the convergence of a 

scheme with accuracy. Important parameters such as the CFL number and artificial 

dissipation coefficients (artificial viscosities) are most appropriately determined by 

the stability analysis.

The Euler equations are hyperbolic or can be made hyperbolic in time. It is 

well-known that the system of equations governing the inviscid compressible flows 

is hyperbolic. The inviscid incompressible system of equations is also made hyper­

bolic by the concept of pseudocompressibility, or more precisely, adding an artificial
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temporal term to the continuity equation. These two systems are then solved in a 

generalized fashion.

The boundary conditions for these hyperbolic systems are implemented based 

on the theory of characteristics. The boundary conditions thus formulated are 

called the MOC (method of characteristics) boundary conditions. In the implicit 

ADI scheme the MOC boundary conditions are applied implicitly, and in the Runge- 

Kutta scheme they are applied in every stage. Substitutional boundary-condition 

procedures known as the explicit boundary procedures are presented as well for 

comparisons.

The calculations for three-dimensional incompressible Euler equations and their 

stability analysis are presented in the last chapter. As an example of engineering 

applications, flows passing a propeller behind a ship hull are calculated.
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CHAPTER 1 

IN T R O D U C T IO N

The purpose of this work is to design algorithms and programs that are capable 

of simulating steady state inviscid fluid motions and to understand the characteris­

tics of a variety of schemes when applied to the Euler equations. These algorithms 

can be applied to both incompressible and compressible Euler equations in the same 

manner.

As an example of engineering applications of these algorithms, flows passing a 

propeller behind a ship hull are calculated. This strongly three-dimensional prob­

lem is made complicated by the non-uniform and rotational inflow which is induced 

by the existence of the hull. Compared to operations in uniform inflows, wake oper­

ation causes a dramatic increase of critical inception indices and strong amplitude 

modulation of cavitation noise spectra [1-2]. One might justify choosing the in­

compressible Navier-stokes equations as the governing equations for this problem. 

However, the solutions of the Euler equations are adequate in preliminary design 

because the pressure is the most important design data, and is nearly constant 

across a boundary layer in high Reynolds number flows. With the inviscid solution, 

a boundary layer code can be used to obtain sufficiently accurate details in the 

viscous regions.

The incompressible Euler equations are frequently encountered in hydrody­

namic and low Mach number aerodynamic calculations. They are obtained by 

assuming the density to be constant, leaving only the pressure and velocity compo­

nents as the dependent variables. Under the irrotationality assumption, the velocity 

components can be replaced by a potential function. This simplifies the problem to
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that of solving the Laplace equation. However, when the incoming flow is rotational, 

the potential function does not exist, and the Euler equations must be solved.

For a  compressible flow, the signal propagation speed is dp}dp under an isen- 

tropic process. This speed becomes infinite when the density is a constant. Hence 

the wave propagation speed of an incompressible flow is infinite. This makes the 

incompressible Euler equations parabolic in time. One possible way of solving them 

is by introducing stream function and vorticity [3]. Unfortunately, this method can 

be used only on two-dimensional problems. An alternative would be to use the 

primitive variables, i.e., the velocity components and the pressure, while treating 

the continuity equation as a constraint to the velocity components [4], But then the 

pressure-velocity coupling becomes a significant difficulty [5]. It can be overcome 

by using the pressure Poisson equation. However, a Poisson solver must be called 

in each iteration. This is a heavy burden in solving the problem.

Recent introduction of pseudocompressibility to the incompressible system 

overcomes all the above difficulties. By adding a time derivative of pressure to 

the continuity equation, the incompressible Euler equations become hyperbolic [6]. 

The resulting equations contain all the primitive variables in the time derivative. 

The artificial time derivative of pressure in continuity equation makes the system 

transiently incorrect, but in the steady state limit, when the time derivatives vanish, 

the divergence free (V • V  =  0) condition is recovered. Since only the steady state 

solution is concerned here, this method is applicable.

Several advantages of this algorithm can be found. They are:

1. The single vector hyperbolic equation thus formed can be solved by using most 

of the well developed time-marching schemes for hyperbolic systems [6-11]. 

It can be shown that the eigenvalues of the flux matrices are all real. This 

puts the problem into the framework of the mathematical theory of hyperbolic
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equations. Stemming from the early work of Courant, Von Neumann, and Lax, 

this theory is by now highly developed [7,12-15].

2. It provides a straightforward technique for obtaining pressure from the conser­

vation equations.

3. It is inherently stable and robust, because the pressure and velocity components 

are obtained simultaneously at the new time level.

4. Its stability analysis can be performed, thus making it feasible to predict, un­

derstand, and control the convergence rate.

5. It has excellent adaptivity; it can be applied to one, two, or three dimensions, 

inviscid or viscous, laminar or turbulent problems without major overhaul.

The concept of pseudocompressibility makes the incompressible Euler equa­

tions mathematically similar to the compressible Euler equations. Both of them 

can be' written in a conservative form, and both of them axe hyperbolic in time. 

This enables us to apply various time-marching schemes originally designed for 

the compressible Euler equations. The question remains as to what time-maxching 

schemes should be used.

Time-maxching schemes have become an important segment of Computational 

Fluid Dynamics (CFD) since Moretti and Abbett published the first practical solu­

tion for the supersonic blunt-body problem two decades ago [16]. A large number 

of time-marching schemes were published during this period. Schemes such as Lax- 

Wendroff scheme [7] and MacCormack scheme [11] gained their popularity in the 

early years of CFD. As CFD developed, more efficient schemes became available. 

Nowadays, Beam and Warming’s implicit ADI scheme [8-9], which was subsequently 

called the LBI (Linearized Block Implicit) scheme by Briley and McDonald [17], 

and more recently, Jameson’s explicit Runge-Kutta multi-stage scheme are widely 

used algorithms. Some time-maxching schemes have been used to solve the incom­
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pressible system with success since the invention of pseudocompressibility. Chorin 

[6] solved the hyperbolized incompressible flow equations using the explicit leap- 

frog/Dufort-Frankel method. His convergence was rather slow, but it suggested 

that more efficient time-marching schemes could be devised. Later, Steger and 

Kutler applied the ADI scheme to solve low Mach number vortex wake flows [18]. 

This was the first application of the implicit method on this system. More recent 

applications have also been reported by Choi and Merkle [19-20], and Chang and 

Kwak [21-22] using the same implicit scheme. Merkle and Tsai [23-24] also applied 

the explicit Runge-Kutta time-marching scheme to this system.

The present study applies both implicit ADI and explicit Runge-Kutta schemes 

to the incompressible and compressible Euler equations. Both schemes are imple­

mented by first rewriting the governing equations for the generalized body-fitting co­

ordinate system, and then discretizing the transformed equations by finite-difference 

methods. Although the original designs of these two schemes were for compressible 

flows, this work shows that they can be used with equal success for incompressible 

flows. It is noteworthy that successful results are presented by applying a finite- 

difference method to the Runge-Kutta scheme, even though it was associated with 

a finite-volume method in Jameson’s first paper in 1981, and followed by most 

researchers ever since.

The research starts with a series of quasi one-dimensional nozzle flow calcu­

lations. One-dimensional flows have limited practical use; however, these compu­

tations allow us to assure the implementation of these schemes and to verify the 

prediction of stability analyses in a simplified problem. They also permit studying 

the implicit scheme apart from the transient error term introduced by approximate- 

factorization for multi-dimensional problems. Approximate-factorization error in 

multiple dimensions appears not only in the interior region, but also on the bound­
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aries when MOC (method of characteristics) boundary conditions axe employed. In 

contrast, the application of MOC boundary conditions on one-dimensional problems 

is especially accurate and justified. Thus, the performance of the MOC boundary 

conditions can be observed with clarity.

The one-dimensional nozzle problem is a good example of numerical calcula­

tions with the presence of source terms. Source terms often cause slow convergence 

or even instability for a numerical calculation. The governing equations of the one­

dimensional nozzle problem contain a momentum source term induced by the nozzle 

wall pressure. The effect of this particular source term is investigated. As the work 

proceeds to three dimensions, other source terms may be encountered. For example, 

if the fluid motion is described in cylindrical coordinates, the curvature of the axes 

results in momentum source terms. Other source terms such as centrifugal force 

and Coriolis force can be caused by the rotation of the coordinate system.

Both schemes are then extended to two-dimensional problems. Airfoil, cylinder, 

and nozzle flows are chosen as sample calculations. The main purposes of this 

fraction of work are to make comparisons between the efficiencies of the implicit 

and explicit schemes, and to decide appropriate options for the three-dimensional 

problems. In one-dimensional problems, the implicit scheme is overwhelmingly 

superior to the explicit one. The CFL condition imposes no restriction on the 

implicit scheme, while the maximum CFL number usable in the explicit scheme is 

quite limited. The only restriction of the implicit scheme comes from the source 

term. However, this restriction is far less serious than the CFL condition suffered 

by the explicit scheme. Furthermore, this source term restricts the maximum CFL 

number in the compressible calculations only, but not in the incompressible ones. In 

two-dimensional calculations, the implicit scheme loses its dominant advantage. In 

a two-dimensional implicit scheme, the use of approximate-factorization is usually
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unavoidable. It introduces another restriction on the implicit scheme. Although the 

two-dimensional implicit scheme is still unconditionally stable with approximate 

factorization, its optimal CFL number degrades to the same level as that of an 

explicit scheme. Pulliam [25] has compared the convergence speeds of the ADI 

(the implicit scheme with approximate-factorization) and the Runge-Kutta explicit 

schemes for compressible flows. He concludes that they are nearly identical in two 

dimensions [25]. The incompressible results are similar except that the smaller 

block-matrix size in the incompressible case translates into a preference for the 

implicit scheme.

Approximate-factorization enforces an even more restrictive stability limit on a 

three-dimensional problem. Unlike the two-dimensional ADI, the three-dimensional 

ADI. scheme is conditionally stable, with a very restrictive CFL limit. This limit 

can be alleviated by using numerical dissipation. Compared to the implicit scheme, 

the explicit scheme retains its stability on a nearly unchanged level from one to 

three dimensions. The explicit scheme therefore becomes more favorable in three 

dimensions.
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CHAPTER 2 

M A TH EM ATICAL BA SIS

In this chapter, the mathematical background for numerically solving a hy­

perbolic system is briefly reviewed. As mentioned earlier, the Euler equations are 

hyperbolic or can be made hyperbolic in time. The transient solutions of a hy­

perbolic system propagate at finite speeds, which are defined by the eigenvalues of 

the hyperbolic system, and their loca are known as characteristic lines. In the nu­

merical calculations that follow, the boundary conditions are formulated based on 

the understanding of the characteristics. The mathematical basis for the stability 

analysis is also discussed in this chapter.

2.1 H yperbolic System s

A general, first-order, source-free quasi-linear PDE system takes the following 

form [27],

r a r + L A‘^ - °  ^
where

Q =
f q i  \

<72
=  Q(£i ,X 2,...

Vgjv J
and A ’s and T  are N  x N  matrices which Eire functions of M  space variables and 

time (xi,X 2 , . . .  ,xaj , t) .  A system of higher order can always be reduced to this 

form by treating the first order derivatives as new dependent variables successively. 

For simplicity, only one-dimensional systems (M  =  l) given as
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will be discussed in this section.

Equation (2.2) is premultiplied by inverse of T  to get

<s - 3 >

where

A =  r _1A i

The eigenvalues of A  determine the type of Eq. (2.3). If all the eigenvalues are real, 

this system is hyperbolic in time. If one or more of the eigenvalues are complex, 

then it is either mixed parabolic-hyperbolic or purely parabolic in time.

Assume that there exists a similarity transformation such that

M -1A M  =

( Ax ^
A2

=  A (2.4)

Xn  J
where the A’s are eigenvalues of A , and M  is an N  X N  transformation matrix. 

Premultiplying Eq. (2.3) by M _1 gives

M - 1^  +  M - 1A M M "1^  =  0 (2.5)ot ox

By defining a new unknown vector, Q, through the differential equation,

dQ =  M ~ 1dQ (2.6)

Eq. (2.5) can be written as

The vector Q is the characteristic function and does not assume any explicit form. 

Equation (2.7) is a system containing several scalar equations. Thus we have actu­

ally decomposed Eq. (2.3) into N first order scalar hyperbolic equations.
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g

In order to verify the existence of M , consider the equation for eigenvectors of

A,

AV =  VA (2.8)

where the V  is composed of the column eigenvectors, Vi, v 2, • • •, Vjv.

V  =  (v1,v 2,- - - ,v N) (2.9)

Premultiplying Eq. (2.8) by V -1 gives

V - XAV =  V “ 1VA =  A (2.10)

By comparing Eq. (2.4) and Eq. (2.10), one finds that M  is simply V.

The purpose of using M  is to decouple the system so that we can select the 

proper scalar equations of Eq. (2.7) to be replaced by boundary conditions. Con­

sider the left boundary of a one-dimensional domain. Assume that locally the first 

K  eigenvalues Aj, A2, • • •, A# are negative and the rest are positive. The first K  

equations of Eq. (2.7) describe the propagation of information from the interior 

onto the boundary. These K  equations describe the propagation of information 

from the domain, and therefore should be retained. These equations are repre­

sented by proper finite-differencing while the rest of the equations are discarded 

and replaced by suitable boundary conditions. This can be done by premultiplying 

Eq. (2.7) by a selection matrix, L.

l ( i £ + aH = ° )  <2 u >

where L is a diagonal matrix with the first K  diagonal elements as 1 and the 

remaining elements as 0. In the numerical calculations, Q rather than Q is iterated. 

Therefore, Q must be recovered from Eq. (2.11) by

LM_1 ( ^ + A ^  =  ° )  <2-12>
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The N  — K  dummy equations are then replaced by the specified boundary condi­

tions.

Treating the boundary conditions via the method of characteristics (MOC) 

as derived above was proposed by Rai-Chaussee [28] and Chakravarthy [29]. This 

method is utilized in the present work because of its stability and accuracy. Some 

other treatments either reflect disturbances or require additional assumptions. The 

importance of the boundary conditions can never be overemphasized. Improper 

treatment of boundary conditions can cause incorrect results, slow convergence, or 

even instability. Hence the finite-difference schemes in this work mainly use the 

MOC boundary conditions.

Equation (2.3) is non-conservative. In most finite-difference applications, the 

conservative form is preferred. The governing equations of a one-dimensional prob­

lem may be given in the following conservative form,

dQ dE(Q) „lit+ * =0 (2-13)
where E , the flux vector, is a function of the primitive variables, i.e., the elements 

in Q. By the chain rule, one gets

dQ dE dQ ,
£  +  a q £ - °  <2 ' 1 4 >

The flux Jacobian, dE /dQ , in Eq. (2.14) thus corresponds to the matrix A in Eq. 

(2.3).

2.2 S tab ility  Analysis

For stability analyses we use Fourier analysis. Fourier analysis has been a 

powerful tool for solving partial differential equations since it was invented almost 

two centuries ago. Nowadays, it is also utilized in analyzing the stability of a
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numerical scheme. By definition, the Fourier transformation of u(x,t) for a fixed t 

is [30]

/ OO

u[x,t)e~iU)Xdx (2.15)
-OO

in which u(x,t) must be square summable

/ OO

u2(x ,t)dx< oo  (2.16)
-OO

The inverse transformation is

u(x,t) =  f  ii(aj,i)e*ws^  ■ (2.17)J —OO

For functions defined at discrete points, the discrete Fourier transformation is de­

fined analogous to the Fourier transformation:

OO

ttn (u>) =  Ax ̂ 2  (2.18)
— OO

The inverse transformation is defined as

<  = ^  (2.19)
- i r /A s

where un(u>) represents the amplitude of the wave mode with wavenumber w at 

time level n.

The stability analysis is performed by calculating the amplification factor, g(ui) , 

of ail the wave modes. The amplification factor is defined by

and is dependent on the discretization scheme used. If |<7 | is less than unity for all 

wavenumbers, then all residual wave modes are dissipative and the scheme is stable. 

If a scheme is stable and consistent, it is convergent [15,31]. On the other hand, 

the scheme is unstable if |g| is greater than one for even one single wave mode.
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Consider the advective model problem,

du du /„„„■»
Ji + CTX=0 <2'21>

on an infinite domain. This equation is a representative scalar equation of Eq. (2.7), 

with the wave propagation speed, c, equivalent to the eigenvalue. Here stability 

analyses of three schemes applied to Eq. (2.21) are given, namely, Euler explicit, 

leapfrog, and Euler implicit. Details of stability analyses for many other schemes 

can be found in Vichnevetsky and Bowles’ book [30].

The discretized form of Eq. (2.21) for the Euler explicit scheme is,

B+1 n cAtu." ̂  — uy =? =  (2-22)

Performing a Fourier transformation, we get

f ln + l  _ „ n  =  _  e ~iu>A x &n j  ( 2  3 3)

where the Courant number, CFL,  is defined by

cAt , *CFL  =  (2.24
A x

Note that in principle u A x  in Eq. (2.23) ranges from —7r to 7r. However, the period 

of the amplification factor, g, is usually tt. Therefore, it is sufficient to confine wAi 

to 0 to 7r. Divide Eq. (2.23) by un to get

ff =  l -  (e»'wAs -  r ’’wAl) =  1 -  iCFL  sin(wAx) (2.25)

The magnitude of g is thus

I0 I =  \ / l  + CFL2 sin2 (w Ax) (2.26)

Equation (2.26) shows that |ff| is always greater or equal to one. The Euler explicit 

scheme is therefore unconditionally unstable for the hyperbolic equation (2.21).
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This is true even if the fourth-order artificial dissipation is added to the right hand 

side of Eq. (2.22). Although the fourth-order artificial dissipation can effectively 

damp out high-wavenumber modes, it has very little effect on low-wavenumber 

modes. Stability analysis of Eq. (2.22) with the fourth-order artificial dissipation 

on the right hand side can reveal this.

Next consider the leapfrog scheme:

u f+ ' -  « r « =  («?+, -  < - , )  (2.27)

The stability analysis gives

g = iCFLsm(uAx)  ±  ^ - C F L *  sin2(u> As) +  1 (2.28)

This scheme is stable provided
cAtA < 1 (2.29)
A x

This is the famous Courant-Friedrichs-Lewy, or CFL, condition [32].

The finite-difference equation for an implicit scheme can be written as

< + > - <  =  (2.30)

The amplification factor is given by

(1 + iCFL  sin(wAx))ff =  1 (2.31)

and its magnitude is,

Isl =  , 1 ,   -----  (2.32)
y i  +  CFL2 sin2 (w Ax)

which indicates that the implicit scheme is unconditionally stable.

Note that the amplification factor of the highest-wavenumber mode, |ff(7r)|, is

one in all three schemes. This implies that this wave mode stays forever. In order
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to obtain a steady state solution, additional dissipative terms axe added to the right

hand side of Eq. (2.21). Although spurious, the dissipative terms provide a fast

route to reach the steady state. The dissipative terms do affect the steady state

solution, but the error introduced by them can be minimized if chosen carefully.

Fourth-order artificial dissipation is frequently used for hyperbolic systems [30]:

du du €e4  ̂A s 4  d4u . .
(2 3 3 )

where is the artificial dissipation coefficient. The subscript ‘e’ represents ‘ex­

plicit’ since it is multiplied to the terms at the known time-level. The fourth-order 

explicit dissipation can effectively smear out high-wavenumber disturbances, and 

keeps the accuracy of Eq. (2.21) up to 0 (A s2) because it itself is of 0 (A s 4 /A t). 

The second-order accuracy is deteriorated only when A t  varies as Ax2, a condition 

that never occurs in this work. Actually, when the ‘constant CFL’ condition is 

imposed, At is proportional to Ax. Thus when the number of grid points is dou­

bled under the ‘constant CFL’ condition, the error introduced by the fourth-order 

dissipation becomes 1 / 8  of the original. Meanwhile, as shown by the amplification 

factor, the damping power of the dissipative term in Eq. (2.33) remains unchanged 

under grid refinement if the CFL number and are fixed.

With the added fourth-order viscosity, the amplification factor of Eq. (2.33) 

for the implicit scheme is

(1 +  t'CTLsin (wAx)) g — 1  (cos (wAx) -  1 ) (2.34)
2

and its magnitude is given as

|, |  =  . (2.35)
y  1 +  CFL2 sin2 (w Ax)

At the highest wavenumber where wAx =  tt, |<y| =  1  — 2 e£4 .̂ If 4 4  ̂ is chosen 

to be 0.5, the amplification factor of the highest-wavenumber wave goes to zero,
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suggesting that the error at this wavenumber will vanish in one iteration. In fact, 

e£4  ̂ =  0.5 is used throughout the one-dimensional computation. The following 

example demonstrates the accuracy of stability prediction.

We now use the implicit Bcheme to solve Eq. (2.33) for 0 < x <  1 with c =  1 

and 6 e4̂  =  0.5. The boundary condition is u — 1  at x — 0 . Wave modes exist only 

at ojAx =  7r/fc, where k — 1 , 2 , •• - ,JV, and N  is the number of grid points. Since 

the magnitude of the amplification factor monotonically decreases within the range 

0 <  u>Ax < 7r, the wave mode w A i =  77/ N  has the slowest dissipation rate and 

should be controlling the convergence speed. Hence we can predict the convergence 

rate by calculating g(ir/N). Figure 1  shows such comparisons. The comparisons in 

Fig. 1  are made by using N  =  10 and CFL  =  10, 100, and 1000. The solid lines 

are predicted by the stability analysis through calculating gfa/N),  and the circles 

are numerical calculation results. They agree very well.

The stability analysis for a hyperbolic system of equations is performed in a 

fashion analogous to the scalar analysis. The amplification matrix, G, is defined by

Q n + 1  =  G Q n (2.36)

The equation for the amplification matrix can be obtained for a specific scheme. 

One generally gets

L xG = L 2  (2.37)

G =  L r 1̂  (2.38)

It is the eigenvalues of G that determine the stability of the scheme. When the 

absolute values of all eigenvalues are less than or equal to unity, the scheme is 

stable.

Two comments are made at this point. First, the stability analysis above is for 

linear systems. Stability analysis for non-linear systems can be made in the same
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way by assuming constant coefficient matrices. However, when the amplitudes of 

the waves are large compared to the steady state solution, the waves are essentially 

non-linear. When this happens, the linear stability results may not be accurate 

because the linear-wave assumption is invalid. This often occurs at the early stage 

of computation when the error introduced by the initial guess is large, but the 

approximation becomes better and better as the solution converges. Second, the 

stability analysis described above is a local analysis. It assumes an infinite domain 

which excludes the effect of boundary conditions. To make a complete stability 

analysis that includes the effects of the boundary conditions, a matrix method 

must be invoked [31].
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CHAPTER 3 

ONE-DIM ENSIONAL PROBLEMS

3,1 Governing Equations

It is well known that the one-dimensional unsteady Euler equations of an com­

pressible flow through a nozzle are hyperbolic in time. On the other hand, the 

incompressible Euler equations are parabolic in time. However, the incompressible 

Euler equations can also be made hyperbolic by adding an artificial time-derivative 

to the continuity equation. As a consequence, the two systems of equations can be 

written in a generalized vector form:

^  +  (3.1)at dx y J

where Q is the vector of dependent variables, E  is the flux vector, and H  is the 

source vector. This vector equation is the same as Eq. (2.13) except for the addition 

of the source vector.

For compressible flows, the vectors, Q, E, and H  are given as

f  pa \  f  pua \  f  0  \
Qc =  I P u a  I , E c =  {pu2 +  p)a , H c =  pjji (3-2)

\ e a  J  \  (e +  p)ua J  \  0  J

where the subscript ‘c’ represents ‘compressible’, and p, u , e, p, and a stand for 

density, velocity, total energy, pressure, and area respectively. The source term in 

the momentum equation comes from the pressure force on the nozzle wall. This 

term can cause numerical instability as will be shown later in this chapter. The 

total energy in Eq. (3.2) is defined by
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This compressible system must be accompanied by an equation of state to equalize 

the number of equations and the number of variables. Here the perfect gas relation 

is used.

For incompressible flows, the vectors are designated by the subscript *»’. They

are

where p is the pressure divided by the density, u is the velocity, and /? is a constant. 

The number of equations is reduced by one since the energy equation is uncoupled 

from the system in the incompressible case. Thus only two dependent variables are 

involved in Eq. (3.3), namely, p and u.

The value of /? is important to the convergence rate. In the early pseudocom­

pressibility works [6,18], /? was chosen to be large in order to maintain temporal 

accuracy. However, if only the steady state solution is concerned, /3 should be chosen 

such that a fast convergence rate can be obtained. As will be seen in the following 

chapter, the disturbances of the two-dimensional incompressible hyperbolic system 

propagate at speeds u, u + y/u2 -f /?, and u —y/u2 +  0. If /? is either too large or too 

small compared to u2, the system becomes stiff, and approximate-factorization is 

ill-conditioned. In one-dimensional problems, the disturbances propagate at speeds 

u +  y/u2 +  /?, and u — y/u2 +  /?. Since the left-hand-side matrix is directly inverted 

without approximate-factorization the stiffness is not a problem. Yet if /? is too 

small compared to u2, the propagation of the two waves is very non-symmetric and 

the convergence could be slow. On the other hand, a large value of (3 makes two 

eigenvalues so large that the time-step size is greatly reduced to satisfy the CFL 

condition. Therefore, /? should be of the order of u 2  to obtain fast convergence.

3.2 Implicit Scheme

The Euler equations have been solved extensively using time-marching schemes.
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Schemes such as Lax-Wendroff [7] and MacCormack [ll] both have been used for 

decades with success. More recently, Beam and Warming’s successful application 

of implicit scheme on Euler equations [8-9] has received widespread attention. The 

implicit scheme has been proven to converge much faster than Lax-Wendroff and 

MacCormack schemes. The complete numerical domain of dependence for implicit 

scheme removes the CFL restriction such that a much larger time step can be 

applied. On the other hand, time-step sizes for Lax-Wendroff and MacCormack 

schemes must satisfy a restrictive CFL condition. Although an implicit scheme 

needs more computational effort for each time step, the overall computation time 

is less.

3.2.X T im e-Stepping P rocedure

The finite-difference form of Eq. (3.1) for the implicit scheme is obtained by 

taking a central difference for the space operator at time level (n+ l) and a backward 

difference for the time operator. The result is

Q ” + 1  -  Q? +  =  AtH ? + 1  (3.4)

By applying a linearization procedure,

E » + 1 ~  E n +  A nAQ 

H n+i ~ H n +  D nAQ 

Eq. (3.4) can be written in a delta-form as

(I -  AtD?)AQ,- +  ^ ( A ? + 1  AQ j + 1  -  A ?_ ,A Q ,-i)

=  A(H? -  ~ ( K +l -  E ?-i) (3.5)

where I is the identity matrix, A and D are the Jacobians defined by



www.manaraa.com

21

and AQ is the difference of Q between two time levels.

AQ =  Q n + 1  -  Qn

Written in a compact form, Eq. (3.5) becomes

(I -  AfD +  At6xA-)AQ  =  R H S  (3.6)

where 6X is the central-difference operator. For example,

■MAAQ) =  A -  [(AAQ)j+1 -  (AAQ)W ]

The right-hand-side of Eq. (3.6) (denoted as R H S)  represents the steady state 

solution. As the numerical procedure converges, AQ vanishes, and the steady state 

solution is obtained.

The Jacobians A and D are given as
/  0  1  0  \

A c =  I V u2 (3 -  7)ti 7 — X ,
V ( 7 - l ) u 3 - 2 f  7« J

( n r - i J i f t )  (3-7)
0 0 0 J

for compressible flow, and

for incompressible flow.

This method is first-order accurate in time, assuming that At is a constant 

throughout the domain for each time level. Schemes with higher order time-accuracy 

such as Crank-Nicolson scheme [31]. are available, but they generally converge more 

slowly. If only the steady state solution is desired, the major concern is fast conver­

gence instead of time-accuracy. In fact, one can define a generalized implicit scheme 

as

(I -  OAtD +  0At5xA-)AQ =  R H S  3.8
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such that 0 =  0,1/2,1 represents Euler explicit, Crank-Nicolson, and Euler implicit 

respectively. If the source term is absent, the scheme is unconditionally unstable 

when 0 is less than 1 / 2 , and unconditionally stable when 6 is greater or equal to 1 / 2 . 

However, strongest temporal dissipation occurs when 6 is one. As Eq. (3.8) shows, 

all values of 0 lead to identical steady-state solution upon convergence (R H S  =  0 ).

The selection of time-step size is essential to fast convergence. If one insists 

on using constant At, it is logical to search through the domain for the largest 

eigenvalue to determine At. Nevertheless, this is unnecessarily conservative; the 

result is slow convergence. Since timewise accuracy is not an issue, At could vary 

from point to point. The time-step size, At, can be determined based on a local 

maximum eigenvalue. In order to keep every grid point converging at approximately 

the same rate, the local CFL number is kept constant. The time-step size is then 

determined by
A CFL A x

I A  I
where CFL  is a constant number and |Amax| is the local maximum eigenvalue. This 

‘constant CFL’ strategy has been proven to be stable and effective.

3.2.2 Im plicit B oundary  C onditions

The boundary condition procedure used herein was originally proposed by Cha- 

kravarthy [29] and Rai-Chaussee [28]. As addressed in Section 2.1, a hyperbolic 

system such as Eq. (3.1) can be decoupled into a number of first-order scalar equa­

tions if premultiplied by the inverse of eigenvalue matrix M -1 . The eigenvalue-sign 

of each scalar equation determines the direction of the characteristic line. If a char­

acteristic line is outgoing to the boundary, the boundary procedure must be able 

to extract that information from the interior of the domain. If a characteristic line 

is incoming onto the boundary, a boundary condition must be specified.

To apply an implicit MOC boundary condition in finite-difference form, Eq.
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(3.6) is multiplied by the matrix LM _ 1  as

LM " 1  [(I -  AtD +  At6xA ’) A Q  =  R H S ] (3.10)

where the selection matrix, L, is a diagonal matrix with 0 ’s and l ’s in the diagonal 

line such that the outgoing characteristics are multiplied by ‘1 ’ and ‘selected’. The 

spatial-difference operators on the left- and right-hand-sides must be represented 

by one-sided differencing on the boundaries. The rows in Eq. (3.10) multiplied by 

diagonal zeroes of the selection matrix represent incoming characteristics, and are 

to be replaced by boundary conditions.

If expressed in vector form, the specified boundary conditions can be written

as

n( Q) =0  (3.11)

where O contains the same number of non-zero elements as the number of incoming 

characteristics, and these elements are located on the same rows as the zeroes of 

the matrix L. It is intended that 17 be fixed on the boundaries. By truncating the 

Taylor series to the first order, one gets

n n+1 -  n n =  f ^ A Q  =  0  (3.12)dQ
The finite-difference equation for a boundary point is thus obtained by summing 

Eq. (3.10) and Eq. (3.12).

As an example, consider one-dimensional compressible nozzle flows. The flux 

Jacobian A is given in Eq. (3.7). It has three real distinct eigenvalues,

*1,2 ,3  =  u , u  +  c , u - c

where c is the local sonic speed. If the nozzle inlet flow is subsonic, Ax and A2  are 

positive, while A3  is negative. The selection matrix is then

(0  0  o \
0 0 0

0  0  1 )
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for the inlet boundary. The two incoming characteristics are to be replaced by 

two boundary conditions. Usually, experimentally realizable conditions of total 

pressure and total temperature are used. If the inlet flow is supersonic, no outgoing 

characteristic line exists. The selection matrix, L, is thus a 3 x 3 null matrix. Total 

pressure, total temperature, and Mach number can be specified at the upstream 

boundary.

The 6X operator in the left-hand-side of Eq. (3.10) must be replaced by one­

sided differencing since all grid points are located on one side of the boundary. 

Three-point differencing is usually chosen to retain second-order accuracy in space. 

This destroys the block tridiagonal structure of the left-hand-side matrix. Never­

theless, the desirable block tridiagonal property can be restored by simple algebraic 

manipulation.

The inverse of eigenmatrix, M _1, is given as

M c- l
- ^ g  +  i  b - i ) £  - h - i l s A
*t>— 1  u 3    l  u   nr— 1  u  I l i  nr— 1  l

4 c3 2 e 2 c3 2 c 2 c3
nr— l  u 3  i i  u  _  nr— 1 u   i  i  nr— 1  1

V 4 7 *  2 c 2 c *  2 c  2 c *  J

for one-dimensional compressible flows and

M - x _  ( ~ l i u - V * 2 + P) H  f313x
M * - ( i ( , + v ^ + a  - i )  (3 -13)

for one-dimensional incompressible flows.

3.2.3 Stability Analysis

The stability analysis for a scalar hyperbolic equation, Eq. (2.33), with fourth- 

order artificial viscosity added has been discussed in Section 2 .2 . The magnitude

of the amplification factor was shown as a function of u>Ax, CFL number, and e£4̂

(see Eq. (2.35)). Here we show the effect of CFL number on |ff| in Fig. 2. One 

observes that a large time step can reduce the amplification factor and thus enhance
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the convergence rate. However, the highest-wavenumber is neutrally stable for any 

CFL number when no viscosity is added. The effect of adding fourth-order viscosity 

is illustrated in Fig. 3. Figure 3 shows the amplification-factor curves with different 

values of viscosity for a CFL number of 1 0 . These curves indicate that fourth-order 

viscosity has stronger effect at high-wavenumbers, and that an optimal value for 

£e4̂  is 0.5. These curves in Fig. 2 find Fig. 3 for a scalar equation can give a rough 

estimation of the stability criteria for the vector systems being discussed.

Based on the scalar stability analysis, fourth-order viscosity is added to Eq. 

(3.1) in an attempt to dissipate high-wavenumber modes as

aq ^ ( Q ) _ £« Ai2_afQ_= H -£ ^ A 5 l« !Q  (3 .14)
dt dx 8  dtdx 2  8  At 9a; 4

Here second-order implicit artificial viscosity is also added as a generalization. This 

implicit artificial viscosity term contains temporal differentiation, and hence does 

not affect the steady state solution. The delta-form of Eq. (3.14) for an implicit 

scheme can be written as

e(2) ,(4)
(I -  AtD +  A fM - • — ^-fi*x)AQ =  AfH -  At5xE  -  - ^ -A i^ x ir rQ  (3.15)

8  8

where the right-hand-side is evaluated at a known time-level and central-differencing 

is applied to all spatial operators. Performing Fourier decomposition gives

AfA e-2̂  \I  — AtD + t —— sin(wAx) + (1 — cos(wAaj)) J (G — I)

A t A
=  AtD — sin(wAa:) (1 — cos(wAx))

or,

/  AtA \
( i -  A tD +t ^ sin(wAaj) +  (1 — cos(wAs)) JG

/  ,( 2 ) M )
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where the amplification matrix G is defined as

Q n + 1  =  GQn

With an appropriate solution available, the matrices A  and D can be calculated 

and G can be obtained numerically.

The stability analysis of a vector system such as Eq. (3.14) is often performed 

on a computer for specific cases with prescribed CFL number and e«4V A closed- 

form result is next to impossible if the vector size is more than two. However, an 

analysis for some specific wavenumbers can be performed. The stability analysis of 

the scalar equation suggests that the highest-wavenumber (wAi =  7r) is critical to 

the implicit method. For this wavenumber, Eq. (3.16) becomes

K iG  =  K 2  (3.17)

where
c<2) e(2)

K i =  ( 1  +  ± - ) I  -  AtD, K 2  =  (1 +  -  26(4>)I

Taking the inverse of Eq. (3.17) gives

G " 1  =  K ^ K i

1  K i (3.18)
1 +  e\2)/2  -  2e£4)

For one-dimensional compressible flow,

/  l  +  e£-2)/2 0 0
- a j i J j g t t ’ Ai l  +  e!2)/2 +  ( 7 - l ) ^ u A t  - ( 7 - l ) i £ A  t

V o  0  1  +  4 2 ) / 2

Thus the eigenvalues of G - 1  are

_  1 l  +  eJ2,/2   1_At o o —
1,2,3 l  +  ej2)/ 2 - 2 4 4)’ l  +  ei2)/ 2 - 2 e i 4) ’ 1 +  ej2)/2 -  2e£4)
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The eigenvalues of G and G - 1  are mutually reciprocal. Hence eigenvalues of G are

A M , =  ! +  « ? > / * - * « > .  1 + # / > - « *  (3.W)

In Eq. (3.19), Aj and A3  are constants and A2  is a variable. When the implicit 

viscosity is neglected, Ai and A3  require the range of to be

0  <  4 4) < 1

which conforms to the results from scalar stability analysis. The second eigenvalue, 

A2 , represents the eigenvalue modified by the source term. ItB magnitude is a 

function of the geometry, the velocity, and the time step. In the converging portion 

of the nozzle, dafdx is negative, the denominator is reduced, A2  is enlarged, and 

the scheme is destabilized.

Equation (3.19) offers useful information for selecting parameters for calcu­

lating compressible nozzle flows. It suggests that in order to obtain a maximum 

dissipation of the highest-wavenumber, the artificial viscosity should be chosen ac­

cording to

1 +  ej2)/2 -  2e^  =  0

It also suggests that the CFL number can be increased when the mesh is refined.

With At determined by the ‘constant CFL’ criterion (Eq. (3.9)), A2  can be rewritten

as
1  +  eP > / 2  -  2 *<4> . .

It is evident that as A x  is reduced, larger CFL number can be used.

For a one-dimensional incompressible flow, eigenvalues of the amplification ma­

trix for the highest wavenumber are

Ali2 =  l  +  e52)/ 2 - 2 e i 4), 1 +  ej2)/ 2 “  24 4) (3-21)
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which shows that the source term of one-dimensional incompressible nozzle flow 

does not destabilize the implicit scheme on the highest-wavenumber end. Hence the 

stability characteristic of the incompressible system for the highest-wavenumber is 

the same as that of the scalar model equation, Eq. (2.33). Thus it is likely that 

the CFL number is unlimited for the one-dimensional incompressible system. A 

stability analysis for all wavenumber based on Eq. (3.16) does show this.

3.3 Explicit Scheme

3.3.1 Time-Stepping Procedure

The idea of applying a Runge-Kutta explicit scheme to hyperbolic PDE’s is 

borrowed from the Runge-Kutta scheme for ODE’s [33]. An ODE has only one 

independent variable. The solution of an ODE is obtained by integration from a 

starting point, or, an initial condition. Since a transient hyperbolic PDE has a first 

order time-derivative, the concept of Runge-Kutta integration can also be applied 

with the time-derivative being treated as the independent variable of an ODE. The 

difference is that there are only source terms in an ODE, while a PDE may contain 

both source terms and space-derivatives.

The Runge-Kutta scheme for an ODE uses several predictor-corrector stages 

to integrate accurately. Once the Runge-Kutta scheme is applied to a hyperbolic 

PDE, the predictor-corrector procedure entrains information from neighboring grid 

points, and thus broadens the numerical domain of dependence. Hence, the chance 

of using a larger CFL number is increased. In Runge-Kutta scheme for ODE’s, 

the predictor-corrector procedure is mainly for accuracy of integration. When the 

steady solution of a PDE is desired, the coefficients in the marching procedure can 

be chosen such that the fastest convergence can be obtained, without considering 

the timewise accuracy. On the other hand, this scheme also provides the possibility
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of solving a transient problem accurately.

In Jameson's first Runge-Kutta explicit scheme paper [1 0 ], he proposed a three- 

stage and a four-stage procedure. The three-stage procedure as proposed by Jame­

son is

Q* =  Qn — At PQ "

Q** =  Q* _  ~  (PQn + PQ*) (3.22)
A

QU+1 _  QH _  ^* (P Q " +  PQ**)
A

and the four-stage procedure is

Q* = Qn-  y pq”

Q ** =  Q n " T P Q *
Q*** =  Qn -  At PQ** (3.23)

Q"+i -  Q* _  ^ ( P Q n +  2PQ* +  2PQ** +  PQ***)
©

where P  represents the space-operator. For the one-dimensional nozzle flow, the 

space-operator can be

M)  a * 4
PQ  =  -  H  +  - j - — 6xxxx Q (3.24)

in which the fourth order viscosity is added.

Equation (3.22) requires three space-operations in each iteration, while Eq. 

(3.23) requires four. However, as can be seen from stability analysis, the four-

stage procedure gives a larger CFL number limit, a stronger temporal damping,

and therefore a faster convergence. Jameson claimed that the four-stage procedure 

takes less overall CPU-time than the three-stage procedure for the same level of 

convergence. As the number of stages increases, both the maximum CFL number 

and the work in each iteration increase. However, Jameson indicated that only
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a marginal improvement can be obtained by increasing the number of stages. In 

the present work, most Runge-Kutta calculations employ the four-stage procedure. 

Jameson later on published another form of four-stage stepping procedure [34],

Q* =  Qn -  ^ P Q n 
4

Q** =  Q n " T P Q *
Q*** -  Q" _  ^ P Q * *  (3.25)

A

Q n + 1  =  Qn -  At PQ***

It can be shown that Eq. (3.25) is really identical to Eq. (3.23). However, we will 

be using Eq. (3.25) throughout because it is more convenient to program and takes 

less computer-memory storage than Eq. (3.23).

3.3.2 Boundary Conditions

The application of the MOC boundary conditions to the implicit scheme was 

described in Section 3.2.2. Unlike most boundary conditions currently applied to im­

plicit schemes, MOC boundary conditions require no extra assumption. The outgo­

ing information is considered by the formulation comes directly from the governing 

equations. As a result, it can render residual waves non-reflective at the boundaries 

so that the convergence rate is not slowed down on the account of boundary condi­

tions. The MOC boundary procedure can be applied to Runge-Kutta schemes with 

equal success.

The MOC boundary conditions are applied to Runge-Kutta schemes in a fash­

ion that is analogous to that for implicit schemes. Consider one stage of the Runge- 

Kutta scheme,

- P Q  =  R H S

Similar to the implicit scheme, this finite-difference equation is premultiplied by the 

inverse of the eigenmatrix, M -1 , and a selection matrix, L, in sequence. The result



www.manaraa.com

33

is

LM - 1 (—PQ  =  RHS)  (3.26)

One may compare Eq. (3.26) with Eq. (3.10) for the implicit scheme. Equation 

(3.26) can be interpreted as a result of dropping terms containing Jacobians from Eq. 

(3.10). The dummy rows in Eq. (3.26) are to be filled up by appropriate boundary 

conditions in the form of Eq. (3.12). Solving this linear system is unrelated to 

the calculation of interior points, and can be carried out point by point along 

the boundaries. Equation (3.26) plus Equation (3.12) constitute the boundary 

condition for one stage in the Runge-Kutta scheme. To satisfy the CFL-condition, 

this boundary condition is applied to every stage to ensure stability.

3.3.3 Stability Analysis

We now carry out the scalar stability analysis for the four-stage Runge-Kutta 

scheme defined by Eq. (3.25). Stability analysis of the three-stage scheme defined 

by Eq. (3.22) is also performed for comparison.

Consider the one-dimension scalar wave equation with fourth-order artificial 

viscosity added, Eq. (2.33). Recall that this equation was used earlier for a stability 

analysis of the implicit scheme. Define the amplification factor of the operator AtP  

as Z.  We first consider the case with being equal to zero. In such case,

Z  =  iCFL S  (3.27)

where S  represents sin(wAx).

For the three-stage scheme,

9* = 1 - Z

9-  = i - i ( z  + r 9‘)

S = 1 - \ {Z  + Zg")
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where
9* Qn = Q*

/ * Q n =  Q**

!7Q = Qn+1
The amplification factor, g, for the three-stage scheme is then

g =  l  -  Z  + \ z 2 -  \ z z (3.28)

By substituting Eq. (3.27) into Eq. (3.28), g is obtained as a function of CFL  and 

wave mode,

g =  (l -  l c F L zS 2) + i{—CFL S  +  ^ CFLaS 3) (3.29)

Its magnitude is

\g\ =  yj{ 1 -  ^ C F L 2S*)* +  { -C F L  S  + ^ CFL3S S ) 2

= \ 1 - ^ ( C F L S ) 4 + 1 -{C F LS)*  (3.30)
V 4 16

By differentiating the right-hand-side of Eq. (3.30) once with respect to the 

wavenumber, one can show that the mid-wavenumber

u A i =  ~
2

gives a maximum value of the amplification factor besides the lowest-wavenumber 

(wAx =  0) and the highest-wavenumber (uAx = 7r). Since g is identically one

at the lowest- and the highest-wavenumbers, they need not be considered. At the

mid-wavenumber, the amplification factor is

|,| = <Jl-lcFL* + ~CFL‘ (3.31)

The right-hand-side of Eq. (3.31) reaches one when CFL  equals 2 . Therefore, the 

three-stage scheme is conditionally stable for the wave equation. The CFL  limit is 

2  when no artificial viscosity is added.
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The amplification curves of the three-stage Runge-Kutta scheme for some 

typical CFL number are shown on Fig. 4. One notices that the shapes of the 

amplification-factor curves for the explicit scheme are quite different from those of 

the implicit scheme as were shown in Fig. 2. The curves on Fig. 4 are always above 

a base line of > /ll/2 7 («  0.64). As CFL  increases, |g| for the mid-wavenumber 

region decreases until the baseline is reached, and then reflects to approach the 

unstable zone.

Similar analysis for the four-stage scheme shows the amplification factor to be 

S, = l - z + i z * - l z 3 + ± z 4 (3.32)

By substituting Eq. (3.27) into Eq. (3.32), one gets

i»i =  V 1  -  k {CFL s ) e + m , [CFL s ) ‘ (3-33)

Curves of |gr| for some typical CFL numbers are shown on Fig. 5. Just as for the 

three-stage scheme, the mid-wavenumber wave -mode is also the most unstable for 

the four-stage scheme. The CFL  limit of the four-stage scheme is found to be 2 \ / 2 . 

The shapes of the curves in Fig. 5 are similar to those for the three-stage scheme, 

with the baseline being reduced to 0.5.

As discussed in Section 2.2, the convergence rate appears to be controlled 

by the low wavenumber ir/JV, with N  being the number of grid points. For a

reasonably large N,  this low wavenumber is very close to zero. Thus the slope

of the amplification-factor curves near the lowest-wavenumber is an index of the 

convergence rate. In Fig. 4 and Fig. 5, one observes the nearly-zero slopes near the 

lowest-wavenumber. This indicates that the low-wavenumber modes have very small 

dissipation rates. In contrast, the amplification-factor curves for the implicit scheme 

(see Fig. 2 and Fig. 3) have much larger slopes near the lowest-wavenumber end. 

Accordingly, we can predict that the Runge-Kutta scheme will converge much slower
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than the implicit scheme for one-dimensional problems. The difference between the 

slopes of the three- and four-stage explicit scheme is less clear. However, since the 

baseline of curves for four-stage scheme is lower, it seems to have a higher dissipation 

rate.

Next consider the effect of artificial viscosity. With fourth-order artificial vis­

cosity, Z  becomes
,(-0

£  =  _1_(C -  1)2 +  iCFL S  (3.34)
A

where C represents cos(u/Ax). The amplification factor for the four-stage scheme 

is obtained by substituting Eq. (3.34) into Eq. (3.32). The resulting expression is 

quite complex, and is not displayed here. The curves for \g\ with artificial viscosity 

added are shown on Fig. 6  and Fig. 7. Figure 6  shows that e£4  ̂can damp out high- 

wavenumber waves, but has little effect on low-wavenumber modes. It can be shown 

that the highest-wavenumber modes become unstable if e£4  ̂ exceeds approximately 

1.4. Figure 7 shows that the CFL  limit can increase slightly when artificial viscosity 

is added. However, no significant change for the amplification factor of the low- 

wavenumber modes is observed in both figures.

3.3.4 Convergence Acceleration

As shown by the stability analysis in the previous section, the convergence 

speed of the Runge-Kutta scheme appears to be quite slow. This motivates us to 

search for methods that accelerate convergence. One possible way to enhance the 

convergence rate is to increase the CFL  limit. In many cases, a larger CFL number 

gives a smaller amplification factor, and therefore a faster convergence rate. The 

previous section indicates that adding artificial viscosity can only pull the |g| curve 

away from neutral stability zone at the highest-wavenumber, but cannot relieve the 

CFL restriction significantly. Here we discuss one other effective strategy, namely, 

residual-smoothing [34].
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We may replace the residual by

P  =  (1 +  eSXx)P

This increases the support of the difference scheme, and should increase the CFL  

limit. The amplification factor of the new operator, P , is defined as Z. It is related 

to the original amplification factor, Z,  by

Z = [ l - 2 e { l - C ) ] Z

If e is selected properly, this method should increase the CFL  limit and reduce the 

amplification factor. At the highest-wavenumber end,

Z  =  ( 1  -  4c) Z

If £ is outside the range

0 <  £ <  ^-  -  2

this smoothing procedure can destabilize the highest-wavenumber wave. Within 

this range the CFL  limit can be increased by about one half.

To remove this restriction on £ one may perform the residual-smoothing im­

plicitly, that is, using the following equation,

( 1  -  e6Xx)P = P  (3.35)

One may also interpret Eq. (3.35) as the implementation of the implicit second- 

order artificial viscosity to the explicit scheme. The amplification factor is now

*
1 + 2£(1 -  C)

If there is no artificial viscosity added,
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Equation (3.37) is substituted into Eq. (3.32) to obtain the amplification factor 

for the four-stage Runge-Kutta scheme. By differentiating the magnitude of the 

amplification factor once, one can show that the most unstable wave mode satisfies

1  +  2 e l  +  2 e

The amplification factor of each stage for this wave mode is

If we define

Z  =  i  f F L  (3.38)
VT+4e

CFLCFL = - 7 % (3.39)
v T + 4 i

then the rest of the stability analysis would be the same as in the previous section,

with CFL  being replaced by CFL.  As derived previously, the maximum CFL  for 

the four-stage scheme without residual-smoothing is 2\/2. The maximum CFL  is

thus 2y/2y/l +  4e with residual-smoothing. Equation (3.39) may also be written 

in the following form to show the gain of CFL number due to residual-smoothing 

method,
  CFLCFL  =  __L_ 

gam

where

gain =  vT-j-4e

Note here that using a larger CFL number does not always mean having a faster 

convergence. We should evaluate the convergence rate by the amplification factor. 

Several |g| curves for some representative CFL numbers with e =  1 are shown in Fig. 

8 . The curve for the maximum CFL number, 2y/l0, is also included. Compared 

to the curves without residual-smoothing (see Fig. 5), the curves in Fig. 8  have 

their peaks (the most unstable wavenumber) moved toward the low-wavenumber 

end. Such movements narrow the ‘flat’ region around the lowest-wavenumber, and
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appear to reduce |g| for the low-wavenumber modes. Heuristically, one may expect 

a faster convergence rate with residual-smoothing.

One important feature about residual-smoothing is that it allows the addition 

of larger viscosity. It was pointed out earlier that the maximum €e4̂  for stability is

1.4 without residual-smoothing. With the application of residual-smoothing (e =  1), 

the fourth-order viscosity can be increased by a factor of four without destabiliz­

ing the scheme. Figure 9 shows the amplification factor for various quantities of 

viscosity added, with a CFL number of 2 \/i0  and a residual-smoothing coefficient 

of one. These curves show that the maximum viscosity coefficient for stability is 

more than 6 . It appears that the addition of viscosity can reduce the |g| values of 

the low-wavenumber modes and can result in a faster convergence. This will be 

confirmed by numerical experiments.

Implementing residual-smoothing on the one-dimensional Runge-Kutta scheme 

is rather simple. The smoothing operator on the left-hand-side of Eq. (3.35) involves 

inverting a constant scalar-tridiagonal system for each dependent variable. This can 

be done by performing an LU-decomposition in advance and executing forward- 

backward substitutions for each dependent variable in each iteration. Inverting this 

system represents approximately 30-40% of the total CPU-time on a scalar machine 

for a typical one-dimensional problem.

3.4 Results and discussion

The one-dimensional Euler equations are exceedingly simple, but they can pro­

vide considerable insight into the capabilities of a numerical algorithm. As examples 

both the compressible and incompressible Euler equations were computed by im­

plicit and explicit schemes for flows passing through a convergent-divergent nozzle. 

Figure 10 shows the area profile of the test nozzle. The area ratio which is defined 

as the ratio of throat area and the inlet area is 0.8. The profile is a third-order
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polynomial patched with a constant area inlet. This polynomial is given as

—2(AR -  1)X 3  +  3(AR -  I ) * 2  +  1

where AR is the area ratio.

The steady state results for compressible and incompressible flows are shown 

in Fig. 11 and Fig. 12, respectively. The nozzle is represented by 36 grid points 

with equal spacing. These results are computed by the implicit scheme. Results of 

the explicit scheme are identical to them, and are not displayed. Figure 11 shows 

the Mach number distribution of a choked flow, and Fig. 1 2  shows the pressure dis­

tribution of an incompressible flow. The numerical solutions are compared against 

analytical solutions, and both agree to four digits.

In order to prove that the accuracy of these central-difference schemes is of 

second-order, a series of calculations are carried out by bisecting the grid spacing 

successively. In principle, the numerical error should be proportional to the square 

of the grid spacing, and inversely proportional to the square of the number of grid 

points,

error =  const.(A® ) 2  =  const.(1 /N ) 2 (3.40)

Taking the logarithm of both sides of Eq. (3.40) yields

log1 0  (error) =  const. — 2logJ0iV

which indicates a linear relationship between log1 0  (error) and log1 0 lV. The com­

putational results of log1 0  (error) are shown in Fig. 13 in terms of log1 0  N.  The 

numerical error is taken as the average of the absolute value of the difference be­

tween the numerical and analytical solutions. Indeed, both curves for compressible 

and incompressible flows are straight lines with slopes of —2 . The second-order 

accuracy of the schemes is confirmed.
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Regarding the convergence rates, implicit and explicit schemes are no contest 

for the one-dimensional Euler equations. Three convergence curves for a choked 

compressible flow are shown in Fig. 14. They are, in the sequence of ascending 

convergence speed, the explicit scheme without residual-smoothing, the explicit 

scheme with residual-smoothing, and the implicit scheme. Their respective CFL 

numbers are 2.8(« 2\/2), 6 , and 100. As can be seen from these curves, the explicit 

scheme can be accelerated by a factor of greater than two if residual-smoothing is 

employed. Nevertheless, this effort does not make the explicit scheme comparable 

to the implicit scheme. The major reason for this is the time-step size limitation 

for the explicit scheme. Under this limited time-step size, the dissipation rate of 

the explicit scheme is quite low. On the other hand, the time-step sizes for the 

implicit scheme are limited only by the source term, and are not severe in this 

case. As shown in the stability analyses, the amplification-factor curves for the 

implicit scheme show a much stronger dissipation rate for a larger CFL number. 

A similar conclusion may be made for incompressible flows as well. However, the 

implicit scheme appears to be even more superior for incompressible flows because 

the source term of this system imposes no restriction on the CFL number of the 

implicit scheme, and the time-step limitation is completely removed.

The convergence rates sometimes can be affected by the amount of artificial vis­

cosity added. From the amplification-factor curves it is not obvious how strong this 

effect can be. Accordingly, we study this based on some numerical experiments. We 

find that the fourth-order explicit viscosity does not affect the convergence rates of 

the implicit scheme or the explicit scheme without residual-smoothing significantly. 

(This is in agreement with our speculations of the low wavenumber region of the 

amplification-factor curves earlier.) The maximum convergence rate of the implicit 

scheme for a given CFL number occurs when the viscosity is added such that the
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highest-wavenumber has a zero |g| (e. g., ej2̂  =  0 , 6 ^  =  0.5). Addition of more 

explicit viscosity by means of increasing the implicit second-order viscosity does not 

enhance the convergence rate significantly. For the four-stage Runge-Kutta scheme 

without residual-smoothing, the convergence rate remains virtually unchanged for 

any amount of viscosity within a reasonably stable range (e. g., 0.1-1.4; refer to the 

stability analysis for the Runge-Kutta scheme). However, when residual-smoothing 

is applied to the Runge-Kutta scheme, the allowable viscosity increases, and the 

effect of viscosity on the convergence rate starts to show. In fact, the convergence 

curve shown in Fig. 14 for the Runge-Kutta scheme with residual-smoothing utilizes 

an of 6 , which is much larger than the other two curves. Several convergence 

curves obtained by applying different amount of viscosity for e =  1  are shown in 

Fig. 15. They reveal that within a stable region, the Runge-Kutta scheme can 

be accelerated by a stronger fourth-order viscosity allowed by the application of 

residual-smoothing.

One final aspect should be mentioned regarding the influence of boundary con­

ditions on solution quality. The outgoing information on the boundaries is extracted 

by talcing one-sided differences. The order of the one-sided differencing can affect 

the amplitude of fluctuations. Figure 16 shows the mass flux fluctuation of the 

steady state solution for an incompressible flow. (Note that Fig. 16 uses an en­

larged scale, and does not represent a poor mass conservation.) The fluctuation 

is caused by the so-called odd-even decoupling of the central-difference formula­

tion. The steady state finite-difference equation enforces flux conservation only on 

every other grid point. The zigzag type of flux is thus allowed as a solution. How­

ever, this fluctuation is reduced by employing second-order one-sided differencing 

on the boundaries. The relative advantage of the second order boundary condition 

is clearly seen in Fig. 16.
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CHAPTER 4 

TW O -D IM EN SIO N A L PR O BLEM S

4.1 Governing E quations

The equations governing a two-dimensional inviscid flow can be expressed in 

the following conservative form [35].

Note that this is the same as the one-dimensional governing equation (see Eq. (3.1)) 

except for the addition of dF/dy.  With the flux Jacobians A and B being defined 

as
. 0E A  =  —  

dQ

„  dFB = ----
dQ

Eq. (4.1) can be rewritten in the non-conservative form as

Equation (4.1) is written on Cartesian coordinates. For computing flows around 

irregularly shaped bodies, it is inconvenient and inaccurate to apply boundary con­

ditions if a rectangular grid on the physical domain is used, because in general the 

grid points do not fall on the body surfaces. It is therefore extremely helpful to 

invoke body-fitted, generalized grid systems. To do so, the governing equations 

must be transformed from (x, y) onto a body-fitted coordinate system (£, r)) which 

is called the computational domain. For convenience, the grid system on the com­

putational domain can be equally spaced. Grid points on the physical domain can 

be either moving or fixed (with respect to time). If the grid points are moving, £
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and rj are functions of x, y, and t\ if the grid points are fixed, £ and T) are functions 

of x  and y only.

Consider a mapping of a fixed grid from the Cartesian coordinates (a:,y) to 

the general coordinates (£,»?). Under this mapping, the conservative form of the 

governing .equation is transformed by using the chain rule.

d Q  d E ,  d E  d F . d F  ^
aT +  W £* +  +  +  V  =

Dividing through by the Jacobian of transformation, J .

d ( Q  / J )  d E  £* d E ^ x  d F ^ y  d F V y  =  H
d t  d£ J  dri J  d£ J  drj J  J

and rearranging, we get

* £  [ j  (K, * Ft,)] ♦ i  [I I .,. * i..)]

-■[w($K (?)]"[b (*K(»)]-7
Since it can be shown (see Appendix) that

. I  ('£*') +  A  (!?e ) =  o
d £ \ J  )  d n \ J  )

and

d £ \ J  J  d r ) \ J  )  

we can rewrite the above equation in the fully conservative form,

m m  ±
dt d£

7 (E £x+ F £y)
d

+  d n
-  (Ey* +  Friy)

H
J

Then by defining the following:
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The strong-conservation form of the governing equation in the transformed coordi­

nate system is obtained [37].

d Q  d E  d F  - ,  ,

l £ + a f  + * r H  <4-3>

Its non-conservative form can be written as

d Q  * d Q  « d Q  -  „

dt +  d £  +  d q  _  * *

A A

The Jacobians, A  and B ,  in the (£, r?)  coordinates, can be related to their 

counterparts A  and B  in Cartesian coordinates by the following equations.

A  =  d E / d Q

=  d ( E £ I + F £ y) / d Q  

=  A £ S +  B £ y 

B  =  A  T}x +  B r j y

The above derivation which results in the strongly conservative equation, Eq. 

(4.3), is suitable for both incompressible and compressible Euler equations. Note 

that we have not yet mentioned the elements in the vectors Q ,  E ,  F ,  and H .  The 

system of equations that describe incompressible and compressible inviscid flows 

are now discussed.

For the incompressible case, the elements in the vectors Q , ,  E ,-, F ,- , and H t- are 

given as

( ^ \
F t- = I uv , H i  =  0  (4.5)

\ v 2 + p j

where p is the pressure divided by the density, and J3 is the pseudocompressibility 

coefficient. Once again, the subscript t denotes ‘incompressible’. As mentioned 

in the previous chapter, the first element of the primary dependent variable, p, is
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artificial. The temporal term in the continuity equation, dp/dt , is introduced to 

make the system hyperbolic in time. When the system reaches steady state, all 

time derivative terms drop out, and the continuity equation is recovered.

The incompressible flux Jacobians A,- and B,- can be derived from their defini­

tion. They are given as

(0 0 0 \  / 0  0  0 \
A,- =  1 2u 0 , B , =  0 t; u (4.6)

\ 0 u u y  \ l  0  2 v )

The three eigenvalues of A,- are the real numbers — u, u +  cx, and u — cx. The 

pseudoacoustic speed in the z-direction, cz, is defined as

cx = y/u2 + 0

Similarly, B , also has three real eigenvalues — v, v +  cyi and v — cy, where

cy = y/v2 + 0

If 0  is positive, the wave propagation speeds in both directions are greater than 

the flow velocities in the corresponding directions. This situation also appears in 

one-dimensional incompressible flow, and is analogous to a subsonic compressible 

flow.

The source Jacobian, D,-, which is defined as

D
* dQi

is needed in the implicit scheme when the source vector is non-zero. For the two- 

dimensional incompressible inviscid system written in Cartesian coordinates, no 

source term occurs, and D,- is a 3 x 3 zero matrix.

In the general coordinate system, the vectors and matrices for the incompress­

ible system are given as

p \  , (  0 V  \  ,  (  0V
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and

/  0  J3£x PZv \  A ( 0  fax  fay
A-i = I £ a t  U + £r U £yti , B,- =  I T}x V +  T)XU T}yU

\ k y  £xV U + Z yv J  \r}y T)s V V+T)yv

where U and V are the contravariant velocity components in (£,»7) coordinates.

They are defined as

U = u£x +  v£y (4.7)

V = urix +  vrjy (4.8)

A A A A

Notice that F,- and can be obtained by replacing £ in E,- and A* by tj.
A A

The eigenvalues of A,- and B,- are given as

Ail2 ,3 (At) =  U, U +  C€, U -  Ct  (4.9a)

and

Ai,2 i3 (B<) =  VtV  +  Cn,V  -  Cn (4.96)

where and Cn are the pseudoacoustic speeds in the £ and 17 directions as defined 

by

c e = j o * + m + % )

and

C, = J v > + f i h *  + n*)

As before, if @ is positive, U -f and V + CV are positive, and U — C^ and V — Cn 

are negative.

For compressible flows, the energy equation must be included. If the ideal gas 

relationship is assumed, the vectors and matrices in Eq. (4.1) and Eq. (4.2) are as 

listed below:

pti* +  p

(e + p)u.

(  pv 
puv 

pv2 + p  
(e +  p)u
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A , =

0
^ u 2 + a = M

—uv

1 0 0 >
(3 -  7 )u (1 -  i ) v  (7  -  1)

v u 0

?  + (7 ~ x)(u2 + y2)]u ^  ^ ( 3u2 + u2) (x ” )̂uu Tu
/  G 0 1 0 \

-uv v u 0
( l - 7 )u ( 3 - 7 ) v  ( 7 - 1 )

J - ^  +  ( 7 - 1)(«2 +  y2)]t; (X -7 )« w  ^  “  ^ f ^  +  Sv2) 7t> )
where p, p, and e are density, pressure, and total energy, respectively. The total

Be — 3=1-3 +  ^

energy is defined by

in which 7 is the ratio of the specific heats. The eigenvalues of A c and B c are

Al,2,3,4(Ac) =  u,u ,u  +  c , u - c

and

Al,2 ,3 , 4 (Bc) =  v, v, v + c, v -  c

where c is the sound speed.

In general coordinates, the vectors and matrices for the compressible system 

are given as

Q c  =

/  P \  
pu 
pv 
e /

■ e ‘ =  7

fO
puU +  £xp 
pvU+tyP  I

V {e + p)U J
] , H c =  0

and

A c =

/  0 £s t y 0
- u U + £ x ( 7 - l ) a  U — ('y — 2)£xv $yu -  ( 7  -  l)£xt; (7 - 1 ) ^
-w l/ +  ^ , ( 7  -  l )a  £xV -  { l - i ) Z yu U - { ~ / - 2 ) t y V  (7 - 1 ) ^

K [ h - 2 ) « - 4 i P  [ ^ i  +  « ] e . “ ( 7 - l  )«U [J?T +  a]etf_ ( 7 - l ) « l 7  7  V
where a is defined as

a= i(u2 + u2)
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A A A A

As before, F c and B c can be obtained by replacing £ in E c and A c by rj. The
A A

eigenvalues of A c and B c are,

Ai,2,3,4(Ac) = Vt U,U + C( i U -  (4.10a)

and

Ai,2j3)4(Bc) = V,V,V + C„tV -  Cn (4.106)

where the contravariant velocity components, U and V,  are defined in Eq. (4.7) 

and Eq. (4.8). Cf  and Cv are the acoustic wave speeds in the £ and rj directions, 

respectively. They are given as

= c j t l  + f >

and

c n = c\Ai+̂ i

4.2 Implicit Scheme

The one-dimensional governing equation, Eq. (3.1), was discretized in delta- 

form as Eq. (3.6) in the previous chapter. The analogous discretized form of the 

two-dimensional equation (Eq. (4.1)) is

(I -  AtD +  AtS^A • +At£„B-) AQ =  R H S  (4.11)

where R H S  stands for the finite-difference form of the steady-state part of the 

governing equation, that is,

R H S  = At (H& -  t & t j  -  M u )  (4.12)

and and 6V are central-difference operators in £- and ^-directions, respectively. In 

Eq. (4.11) and Eq. (4.12), the ‘hats’ of Q, E, F , and H  are dropped for convenience.
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The most direct analogy of a one-dimensional implicit scheme is to invert the 

left-hand-side matrix in Eq. (4.11) directly. In most practical cases, however, 

the left-hand-side matrix is too large to be inverted directly for two-dimensional

problems. Direct inversion requires tremendous storage space as well as a huge 

number of operations. Therefore, it is more economical to replace the LH S  by

(I  -  AtD +  A t^A ) (J -  AtD ) - 1  (J -  AtD +  Attf„B) AQ =  R H S  (4.13)

This factorization allows us to solve a two-dimensional problem by solving one­

dimensional operators.

Equation (4.13) has three operators on the LHS.  The first and the third 

operators are block-tridiagonal inversions. The second is simply a matrix-vector 

multiplication. For cases without the source term, i.e., H  =  0 , the second operator 

is an identity matrix and may be dropped out. The £- and 77-sweep are implemented 

in a line-by-line pattern. Since the inversion of each line is isolated in one time step, 

all the £- or r/-lines can be parallel-processed. This makes approximate-factorization 

vectorizable on a vector machine.

4.2.1 A rtificial D issipation and  V ariable At

In order to damp out high-wavenumbers, fourth-order explicit and second-order 

implicit dissipation terms are added to Eq. (4.13), as suggested by Steger [39].

approximate-factorization [17,38] such as

= r h s ~ j j  + (4.14)
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where

SggJAQ = (JQjj+ijj "f" (JQ )t-i,j (4*1®)

^££S£*^Q =  (J Q)*+2,y-  4(^Q)<+i,; +  6(J Q)t,y -  4(^Q )*-i,j +  Q)*-2,y (4.16)

The second-order implicit dissipation terms do not break down the block- 

tridiagonal structure because they involve only three points in each direction. They 

have no effect on the converged steady-state solution as they are added to the left- 

hand-side. The fourth-order explicit dissipation, on the other hand, does modify the 

steady state solution. However, since it is of fourth-order, it affects the governing 

equation by only 0 ( A x 3, Ay3), assuming that the CFL numbers are kept ‘constant* 

as will be shown later on in this section (see also Section 2.2). The values of £,• and 

ce can be determined by the stability analysis that follows. The results will suggest 

the following relations for maximum dissipation of the highest-wavenumber waves:

£e = ( l  +  § ) 2 / 4 f° '2 -D  (4.17)

Equation (4.17) indicates that the implicit viscosity plays the role of relieving the 

restriction on the fourth order explicit viscosity. For some severe cases, this can be 

one way to coerce this scheme to converge. However, it is usually unfavorable to 

apply large values of explicit viscosity, since it introduces errors.

In Chapter 3, the strategy of using constant CFL  for one-dimensional problems 

have been shown to be effective and stable. In two dimensions, we wish to use 

the same concept to push the A t  of each grid point to approximately the same 

convergence rate and accelerate the convergence. Consequently, we estimate the 

‘effective’ CFL number as

CFL  =  A u / M  +  A* (4.18)V £mo* 1mm ' 1

where A^mai and Ar?moi are the maximum eigenvalues in £- and ^-directions, re­

spectively. The time-step size is then determined by using Eq. (4.18) while keeping
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CFL  constant. The eigenvalues for both incompressible and compressible systems 

have been shown in Eq. (4.9) and Eq. (4.10). They are functions of the flow 

variables, and must be updated for each iteration.

4.2.2 Implicit Boundary Conditions

In this section, the MOC boundary conditions that were used in one dimension 

are extended to two dimensions. For a one-dimensional problem, a matrix M " 1 is 

premultiplied to the hyperbolic system under consideration such that the system 

is implicitly decoupled into several scalar hyperbolic equations. A selection matrix 

L is then premultiplied to the resulting uncoupled system to extract the outgoing 

information. As for the incoming information, specified boundary conditions are 

imposed. A procedure that is analogous to that for a one-dimensional problem is 

applied to a two-dimensional problem.

Consider a source-free two-dimensional system of equations. If one is allowed

to use the full implicit scheme, the MOC boundary formulation on a constant-^

boundary line should be as follows in order to extract the appropriate information 

from the computational domain:

L M J1 [(I +  AtS^A  • +AtSrJB-) AQ =  RHS]  (4.19)

where L, as explained in Section 3.2.2, is the selection matrix. Equation (4.19) rep­

resents the finite-difference form of the outgoing characteristics. Specified boundary 

conditions written in a delta-form (refer to Eq. (3.12)) are then added to Eq. (4.19) 

to form the complete equations for boundary points as

(S +  A*LM* l fl€A • +A tL M ^% B -)A Q  =  L M ^ R H S  (4.20) .

where
d n
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Equation (4.20) is the same as the one-dimensional boundary formulation ex­

cept for the ^-operators. The left side of Eq. (4.20) cannot be inverted directly for 

the same reason as the interior grid points. One could find several possible ways 

to approximately factorize Eq. (4.20). Chakravarthy [29] premultiplied Eq. (4.20) 

by S ” 1 and approximately factorized the left-hand-side of the resulting equation to 

get

(I +  A tS ^ L lV q 1  ̂ ) ( I  +  A£S- 1 L M ^X ~ - ) A Q  = S _1LM  J lR H S

or

(S +  A iL M f 1 ^ ) S " l (S +  A t L M ^ ^ ) A Q  =  I M ^ R H S  (4.22)

Equation (4.22) requires the calculation of modified inversion operators in both 

the £- and ^-directions at the boundaries, and is less convenient than what Rai 

and Chaussee [28] proposed. They suggested a procedure which carries out the 

boundary-line direction inversion first, and then premultiplies the resulting equation 

by L M j1:

(S +  A t L M ^ ^ j A Q  =  + A t ^ ) ~ l R H S  (4.23)

The procedure thus formed is more convenient to program and to vectorize for 

it avoids the need to modify the inversion in the 17-direction when a constant-^ 

boundary line is considered, and is more economical because it saves one matrix- 

vector multiplication as appears in Eq. (4.22). Hence, the present work adopts Eq.

(4.23) as the boundary procedure.

Equation (4.23) is not strictly characteristic in nature in the sense of Eq. (4.19), 

because the multiplication by L M J 1 is carried out after the first inversion. The 

error that is introduced by using Eq. (4.23) instead of Eq. (4.19) is shown by 

Rai and Chaussee to be of the same order as the error introduced by approximate- 

factorization [28]. This indicates that this boundary procedure should not contam­

inate the transient accuracy or the stability inherent to the ADI scheme.
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To implement the MOC boundary conditions, inverses of the eigenmatrices, 

1 and M ” 1, must be derived. The complexity of compressible flow flux Jaco- 

bians makes the derivation of its eigenmatrices a laborious task. The derivation can 

be simplified by transforming the conservative system into a non-conservative form 

first, and then deriving the eigenmatrices for the non-conservative system. The 

algebra of deriving the eigenmatrices of the non-conservative system is noticeably 

easier. The eigenmatrices for the conservative system can thus be obtained via an 

inverse transformation. The details have been addressed by Beam and Warming 

|38],

For two-dimensional compressible flow, the inverse of the eigenmatrix, M^.1, is 

/ I - 3?  M* ( t , - 1 ) £  f t - l ) £  - ( 1 - 1 ) ^

f c - b - D $  & - b - i ) *  ^M 7 ‘ =

(4.24)

where M  is the Mach number, U is the contravariant velocity in £ direction, as 

defined in Eq. (4.7), and is defined as

which is the compressible-flow acoustic speed in ^-direction of the computational 

domain. A similarity transformation by and Mgc transforms the flux Jacobian 

A c into a diagonal matrix:

/ U  0 0
a/r-iA a/r _  0 U 0M {c A cMfc -  Q 0 u  + q €

V O  0  0

As before, M ^ 1 can obtained by changing £ in Eq. (4.24) to r/.

The specification of boundary conditions in compressible flow calculations de­

pends upon whether the flow is subsonic or supersonic, inflow or outflow. Stagnation

U - C i
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pressure, stagnation temperature, and flow angle are usually specified at an sub­

sonic inflow boundary, while the back pressure can be specified for subsonic outflow. 

For supersonic inflow, Mach number can be imposed in addition to the three con­

ditions mentioned above. For a supersonic outflow, no condition is specified. On a 

non-penetrable wall surface, only the tangency condition needs to be imposed.

For an incompressible flow, is given as

( vfs -  ttfy vU +  CyP - u U  -  £yP \
M r,1 =  I - m £ - f . ( P  +  Ce) -« „ (tf  +  C£) (4-25)

V m £ U U  ~ C() i,(V +  Ct ) )

where

m ^ e x + e y

and

C£ =  yfo* +  fl((i +  (})

This matrbc defines the following similarity transformation:

( U  0 0 \
=  0 U +  C6 0

Vo 0 U - C i )

As mentioned earlier, this incompressible hyperbolic system is always subsonic. 

The number of boundary conditions at an inflow boundary is two. Stagnation 

pressure and flow angle are suitable for inflow conditions, and pressure can be used 

as the outflow condition. At a solid wall surface, the tangency condition is applied.

4.2.3 Explicit Boundary Conditions

The implicit treatment of boundary conditions based on the MOC as addressed 

previously is stable and transiently consistent with the field points. This method is 

used for most cases in this work. However, cases are encountered when it is more 

convenient to treat boundary conditions separately from the field points. This
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procedure is generally called the explicit boundary condition procedure [25], For 

instance, in the diagonal algorithm [25,40] which will be presented later on, blocks 

of the left-hand-side matrices must be diagonal. Unfortunately, MOC boundary 

conditions can destroy the diagonal structure. On such occasion explicit boundary 

conditions can be invoked.

By definition, the explicit procedure is applied by updating field points and 

boundary points separately and in sequence. More specifically, AQ is set to be zero 

for all boundary points during the time-integration process, and then the properties 

at the boundary points are updated after the field points. In contrast, the MOC 

boundary-condition procedure couples field points and boundary points such that 

simultaneous updating results.

Several advantages and disadvantages are observed in using the explicit bound­

ary procedure. It has the unavoidable disadvantage of lagging the properties of the 

boundary points during the time-evolution. As a result, residual waves may re­

flect on the boundaries. Moreover, the lagging contaminates the time-accuracy of 

a scheme, and may not be suitable for transient calculations. Nevertheless, it does 

have the advantage of making programming easier because all boundary conditions 

can be isolated in one subroutine, and can be modified without knowledge of the 

time-marching procedures being used. It also makes the left-hand-side blocks at the 

boundaries of an implicit scheme diagonal. As stated earlier, this makes it easier to 

be used for a diagonal algorithm.

The explicit boundary procedure has been employed by many widely used 

programs. Examples are ARC2D (uses ADI scheme) by Steger and Pulliam [25] and 

FL052 (uses Runge-Kutta explicit scheme) by Jameson [34]. As an example of the 

explicit boundary procedures, the set of compressible-flow boundary conditions used 

by Steger and Pulliam [25] in ARC2D is described below. Jameson applies similar
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boundary conditions to the Runge-Kutta scheme. Analogous boundary conditions 

for incompressible flows are also given. Note that the following sets of boundary 

conditions are merely examples. There are other plausible sets of explicit boundary 

conditions.

4.2.3.1 Boundary Conditions for Compressible Flows

As before, at a rigid body surface tangency must be satisfied for inviscid flows. 

In other words, the velocity normal to solid surfaces must be zero. If a body-fitted 

grid system which maps a body surface to r? =  constant is used, the contravariant 

velocity component, V =  ur)x +  vrjy, is proportional to the normal velocity. Thus

urix +  vriy = 0 (4.26)

is a required boundary condition. In order to separate the boundary conditions 

from the field points calculation, Eq. (4.26) cannot be used as it was in MOC 

procedure. Hence we must identify substitutional boundary conditions. A second 

condition that is used by Pulliam [25] is extrapolating the tangential contravariant 

velocity component from the field points as

(u £x +  v £y) l  =Ui  = 2 U2 — U3  (4-27)

where the subscripts indicate node numbers in the ^-direction, and where ‘1* is

on the wall. Equations (4.26) and (4.27) form a 2 X 2 linear system for u and v.

Inverting the system gives

( 4 - 2 8 )

Steger and Pulliam obtained the pressure on the body surface from the normal 

momentum equation

(£*»?* +  £yVv)pt +  (tj \  +  vl)Pn + pU{*lxV>z + Vyvi) = 0 (4.29)
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Equation (4.29) can be derived as follows. Starting with the non-conservative form 

of the momentum equations,

I  (4.30a)
d u d u d u

p T t
+  p u —  =  

d y

d v d v d v
P~dt +  pU d i + Pv a ~  ~  d y ^  (4.306)

Multiply Eq. (4.30a) and Eq. (4.30b) by t]x and rjv respectively, apply the chain 

rule to obtain derivatives of £ and 7 7 , and then add the two equations to get

dV
p-^+pUiVxUt+iiyvd+pVitjxUn+TiyV^ + itzVx+ZvVvfysHril+vDPr, =  0  (4.31)

On a solid surface, V  vanishes and Eq. (4.29) is obtained.

Steger and Pulliam solved Eq. (4.29) at the surface by using central differencing 

in the ^-direction and one-sided first- or second-order accurate differencing in the in­

direction. For steady uniform incoming flow, they apply the free-stream stagnation 

enthalpy Ho — (e + p)fp along the body in an inviscid flow. Using the equation for 

enthalpy, and the computed velocity components and pressure, a value of density 

can be obtained at the body surface.

At inflow and outflow boundaries, Steger and Pulliam decompose the veloc­

ity into normal and tangential components. The locally one-dimensional Riemann 

invariants are then given in terms of the normal velocity component, un, as

_ 2 c
■ R i -

and
2 c

i ?2 — tin +
1 - 1

where the normal vector is pointed outward from the domain. The Riemann in­

variants Ri  and iE2  are associated with the two characteristic velocity Ai =  un — c 

and A2  =  tin + c respectively. When |u„| < c, Ai and A2  have opposite signs. The
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Riemann invariant corresponding to the incoming characteristics is taken from the 

exterior of the domain, and the other Riemann invariant is extrapolated from the 

field points. Once the Riemann invariants of boundary points are known, un and c 

are determined. Two other quantities are needed for the remaining two characteris­

tics associated with A3 (4  =  un,u n. They choose the tangential velocity component 

ut and entropy s =  lnfp/p7). When utt is positive, the flow is outward, and u* and 

a are extrapolated from the interior points. When un is negative, properties out­

side the computational domain are applied. If |un| >  c, the flow is supersonic, and 

all four quantities are either extrapolated or taken from flow outside the domain, 

depending on the sign of un.

4.2.3.2 Boundary Conditions for Incompressible Flows

The boundary conditions for incompressible flows can be applied in a fashion

analogous to compressible flows. At body surfaces, Eq. (4.26), Eq. (4.27), Eq.

(4.28), and Eq. (4.29) are still applicable, and the procedure of applying them
«

on compressible flows holds for incompressible flows. Since the energy equation is 

absent for the incompressible Euler equations, the density calculation on the body 

surfaces is not required for incompressible flows.

On the inflow and outflow boundaries, we can make the locally one-dimensional 

time-evolution assumption just as Steger and Pulliam did for compressible flows. 

However, the invariants for incompressible flows are different from those for com­

pressible flows. We now derive them. Consider the non-conservative equations for a 

transient one-dimensional incompressible flow, which is allowed to be ‘compressible’ 

by the concept of pseudocompressibility.
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Multiplying Eq. (4.32b) by u +  c, where c =  y/u2 +  /3 is the pseudoaccoustic speed 

(see also Sec. 3.1), and adding it to Eq. (4.32a) give

? r  +  (u +  c) ! z ]  +  (» +  «)
du , . du—  +  (u +  c) —  
dt  v }dx =  0

dt ' v ' dx

Similarly, multiplying Eq. (4.32b) by u — c and adding it to Eq. (4.32a) give

(4.33a)

dp , .dp
m + { u - c)9 i

+ (u -  c)

Equation (4.33b) is the characteristic equation along the path

dx =  (u +  c)dt

Thus we have

and

du du . . du
= - 7 7 7  +  (u +  c) —  dt u+c dt dx

dp dp . .dp
* „ + .  =  ¥ +  (u +  c)a i

Equation (4.33a) then becomes

(4.336)

dp +  (u +  c)dtt =  0 (4.34)

By integrating Eq. (4.34), one gets the first invariant

p +  ^u(u +  c) + ^  ln(tt +  c) =  constant along dx = [u + c)dt (4.35a)
I  I

The second invariant is derived from Eq. (4.33b) in a similar fashion. The result is

P +  ^ u (u ~ c) + ^  ln.(c — u) =  constant along dx = (u — c)dt (4.356)I  I

For incompressible flows with pseudocompressibility, the pseudoacoustic speed 

c is always greater than u. Hence one of the invariants must be extrapolated and the
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other replaced by a boundary condition. For an inflow boundary, stagnation pres­

sure and ut from the exterior of the domain along with one invariant extrapolated 

from the interior, determine the boundary quantities. For an outflow boundary, 

one extrapolated invariant, extrapolated u t, and the specified pressure are suffi­

cient boundary conditions for the explicit procedure.

4.2.4 Stability Analysis

The two-dimensional linear stability analysis is based on the two-dimensional 

Fourier transformation. Similar to one-dimensional waves, two-dimensional waves 

can be considered as a combination of a finite number of wave modes:
ir/A z  ir/A y

«".*= E  E  (4.36)
—ir/A x — J r / A y

where Qn is the vector Fourier coefficient, ws and ojy are the wavenumbers and 

* =  y / - l .  The amplification matrix G is defined as

Qrt+i _  GfwxAxjOJyAyjQ"

and is determined by inserting the Fourier expansion for Q n and Q rt+1 into the 

specific finite-difference equation. A necessary condition for stability is that all 

eigenvalues of matrix G have magnitudes less than one.

A vector stability analysis, rather than a scalar analysis, is the most precise 

and accurate method for predicting the stability of a given scheme. For the Euler 

equations, however, it is difficult to obtain a closed form of the amplification factor. 

Practically, the vector stability analysis is done numerically for particular cases. 

This makes it difficult to draw a clear-cut conclusion concerning the stability of 

a scheme. On the other hand, a scalar stability analysis is an easier problem to 

consider, and provides an explicit form of the amplification factor in most occa­

sions. By studying the amplification factor of a scalar analysis, some preliminary
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conclusions may be drawn concerning the effect of some parameters such as the 

CFL number and the viscosities.

Consider the following scalar equation in a two-dimensional space:

du , du . du , .
« + A < s ?  + A- s r °  (4-37)

If Eq. (4.37) is to be solved using the full implicit scheme with artificial viscosity 

added, the finite-difference equation is written as

( l  + A t  ( A + Â 6,,) -  (6{£ +  6vv)j  Au

=  -  At ( A ^  +  A,, ,̂,) un -  ~  (%£$ +  Srmnri) u" (4.38)

When approximate-factorization is applied, the finite-difference equation becomes 

( l  +  A t \ &  -  ( l  + At A,*, -  Au

=  — At  (A£6$ +  Xv6n) un — — (£$£££ +  Grimt]) un (4.39)

Applying Von Neumann stability analysis gives the amplification factor in the 

absence of approximate-factorization (Eq. (4.38)):

1 +  ^ (2  -  C( -  C„) -  ((1 -  C£)2 +  (1 -  C„)2)
^implicit -  1 +  ^ ( 2  -  C ;  -  C , )  +  i{CFL( S( +  C F L ^ )  l4 ’40)

The amplification factor for the ADI scheme (Eq. (4.39)) is the same as that for the

full implicit scheme (Eq. (4.40)) except for the addition of a term to the numerator

and the denominator:

1  +  ? (2  -  C£ +  C„) -  ^  ((1 -  C£ ) 2  +  ( 1  -  C„)2) +  E  
9 a m -  i  +  i ( 2 -  c ; +  C„) +  i (CFLsS( + CFL„Sn) + E  (4’41)

where as before, C{, Cv, S^, and S,, are abbreviations for trigonometric functions

cos(u>$A£), cos(w^Ar?), sin(w^A^), and sin(u;^Arj). The additional term, E,  corre­

sponds to the temporal error introduced by approximate-factorization,

E  =  ( |  (1 -  Ct) + iCFLeSt)  ( |  (1 -  C„) +  iCFLrjSr,) (4.42)
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As an approximation, consider the symmetric analysis, namely,

=  A „

According to Eq. (4.18), CFL$ and CFLn can be expressed in terms of CFL  as

CFLxi =  AtA| =  CFL/y/2

and

CFLeta =  At A* «  C F L / V i  

To simplify the analysis, we furthur assume

cu|A£ =  (jJrjAtj = 0

This approximation simplifies the stability analysis significantly, and in many cases 

this includes the most unstable mode. In fact, when the CFL number and the 

artificial viscosities in one direction are set to be zeroes, one-dimensional analysis 

can be recovered from either full implicit or ADI schemes. The symmetric analysis is 

a case which is midway between two one-dimensional limits of the stability analysis, 

and is likely to result in a more restrictive, and therefore a safer, stability criterion.

First we consider the case without artificial viscous terms. The absolute values 

of the amplification factors are

l!" " p'" 111 =  V1 +  2 C W 4 P  ( 4 ‘ 4 3 )

for the full implicit scheme and

I, |1 -  CFL*S*/2\
V(1 -  CFL2S 2/2)2 +  2 CFl?S*

for the ADI scheme. Representative curves of Eq. (4.43) and Eq. (4.44) as functions 

of wave modes for various CFL  are shown in Fig. 17 and Fig. 18.
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By observing Eq. (4.43) and Eq. (4.44), one finds that the implicit scheme 

is unconditionally stable, with or without approximate-factorization. However, Eq. 

(4.43) has the feature of increasing stability with increasing CFL,  while Eq. (4.44) 

approaches neutral stability as CFL  increases. This can be understood by consid­

ering the wave mode ( f , f  )• At this mode, Eq. (4.43) and Eq. (4.44) become

|S1“ P"C“ I =  V l + 2 CFL* (4'45)

and

|jADl1 =  1 +  C M > /2  (4'46)

The right-hand-side of Eq. (4.45) approaches zero asymptotically and monotonically 

with increasing CFL, while that of Eq. (4.46) reduces to zero as CFL = y/2, then 

approaches unity asymptotically as CFL  approaches infinity. This indicates that 

the convergence rate of the ADI scheme does not always increase with the CFL 

number it uses. In other words, there must be an optimum CFL number with 

which the ADI scheme enjoys its maximum convergence rate.

Next consider the effect of the artificial viscous terms. With the symmetric 

assumption, Eq. (4.40) and Eq. (4.41) become

l  +  f ( l  — C) — e . ( l — c f
^ im p lic it  1 + i . ( 1 _ C )  +  ,-v ^ C F £ S  I "  >

and

where

„ _  l  + g ( l - C Q - € . ( l - C ) a +  jB
1 +  ^(1  - C )  + iy/2CFLS + E  '

E  = (1 -  C) +  iC F L S /2) (4.49)

The amplification factor of the full implicit scheme (Eq. (4.47)) is the same as 

the one-dimensional result except that CFL  is multiplied by y/2, and e,-, and ee 

are multiplied by 2. As a contrast, ffADl does not represent any one-dimensional
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result because of the presence of the term, E,  which is introduced by approximate- 

factorization.

The artificial viscosity terms are most effective on the highest-wavenumber dis­

turbance, as addressed earlier. The dissipation of the highest-wavenumber mode is 

mostly controlled by the artificial viscosities. The amount of viscosity added should 

be determined by considering the highest-wavenumber. At the highest wavenumber, 

Eq. (4.47) and Eq. (4.48) reduce to

Implicit I = l- +1 + ~ ^ 1 t4-50)

and
( l + f ) 2 - 2 e e 

Iff adi I = 1 v (4*51)
(i+

Therefore, the strongest dissipation of the highest wavenumber can be obtained by 

adding the artificial viscosities according to

1 +  e,- — 4ce — 0 full implicit scheme 
2

( l  +  -  2ee =  0 ADI scheme

4.3 Explicit Scheme

We have just shown that the implicit schemes are unconditionally stable, with 

or without approximate-factorization. However, the second-order temporal error 

term introduced by approximate-factorization reduces the optimal CFL number as 

well as the convergence rate. Unfortunately, approximate-factorization is usually 

required because of the capability of current computers. For this reason, the explicit 

scheme may be of interest. Here we also consider the explicit scheme.

The Runge-Kutta explicit scheme can be extended from one dimension to two 

dimensions with no difficulty. The time-stepping procedures for one dimension (Eq. 

(3.22) and Eq. (3.25)) are also suitable for two dimensions. The only difference is
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that two spatial operators must be evaluated in two dimensions. As noted earlier, a 

strict ‘constant CFL’ condition is difficult to impose for a two-dimensional implicit 

scheme. This difficulty also occurs in the explicit scheme.

For the explicit scheme, the boundary conditions may again be applied by con­

sidering characteristics. Compared to the two-dimensional implicit ADI scheme, the 

two-dimensional explicit scheme is relatively easy to adopt MOC boundary condi­

tions. By premultiplying the governing equations with the inverse of the eigenmatrix 

and a selection matrix, one can select the characteristics outgoing from interior of 

the domain.

LM - 1 (AQ =  RHS)

Proper boundary conditions as addressed in Section 4.2.2 are then added to result 

in

(S +  LM -1 )AQ =  LM  ~l R H S  (4.52)

where the matrix S is defined previously by Eq. (4.21) for the implicit scheme. Note 

that we can also obtain Eq. (4.52) by dropping flux Jacobian terms in the boundary- 

condition formulations for the implicit schemes (Eq. (4.20) or Eq. (4.23)). In order 

to maintain stability, this boundary procedure for the explicit scheme is performed 

for each stage of the Runge-Kutta integration. The spatial operator associated 

with the direction normal to the boundary must again be one-sided differenced. 

Three-point differencing is taken to retain the second-order accuracy.

The two-dimensional scalar stability analysis of Runge-Kutta scheme can make 

use of one-dimensional results (given in Section 3.3.3). Once again, we consider the 

two-dimensional scalar model equation given by Eq. (4.37). With the artificial 

viscosity added, the amplification factor for each Runge-Kutta stage, AfP, is given
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If we only consider the diagonal line of the Fourier domain as was done in the

implicit case, Eq. (4.53) becomes

(,(<) . ,(<h
z  =  if£L_±i5Si(i _  c ) 2 +  i{CFLx +  CFLy)S

Again defining

CFL  =  CFLX +  CFLy (4.54)

and
e (4) =  e (4) . e (4)
Cc — c ez  ‘ Ccy

then the one-dimensional amplification-factor, Eq. (3.34), is recovered. The re­

maining analysis is identical to the one-dimensional derivation. Hence it is logical 

to calculate the time-step size for the two-dimensional Runge-Kutta scheme based 

on Eq. (4.54) as
A, CFLA t  =

l ^ m a x i  +  I ^  m a x  I

where CFL  is a constant for all grid points.

In the chapter 3, we have demonstrated that the residual-smoothing can effec­

tively enhance the convergence rates for one-dimensional problems. We now also 

consider applying residual-smoothing in two dimensions. It seems logical to extend 

the one-dimensional residual-smoothing to two dimensions in the following fashion,

(1 -  exdzx -  ey6yy)P =  P  (4.55)

The stability analysis of Eq. (4.55) would show that the amplification factor for P  

is
2 s s  £ ____________

1 +  2€x(1 -  Cx) + 2ey(l -  Cy)

where Z  is the amplification factor of operator AtP.  Once again, if the symmetric 

analysis is applied and the definition

e =  +  ey
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is made, then the remaining analysis exactly follows that of one dimension, and the 

gain of CFL number is

gain =  V l  +  4c

Although Eq. (4.55) appear to be logical, there is no inexpensive way to invert 

the left-hand-side operator. Jameson [41] has suggested applying several steps of 

a Gauss-Sidel iteration (not necessarily until converged) to Eq. (4.55) and has 

motivated that this provides a significant increase for the allowable CFL number.

This alternative has not been tried here. Instead, Eq. (4.55) has been approx­

imately factorized to get

(1 -  exSxx) (1 -  ey6yv)P  =  P  (4.56)

The amplification factor is then

£ ________________ Z______________
(1 +  2eI (l -  Cx)) (1 +  2c„(l -  C„))

The symmetric analysis is again utilized to estimate the CFL limit for stability.

The amplification factor without artificial viscosity is

* CFL S  „Z  — i ' o (4.57)
(1 +  6 ( 1 - C ) ) 2

Detailed algebra shows that instability originates from the wave mode for which the 

trigonometric functions of its wavenumber are given by

C =  ~ (1 +  £) +  VT+2€ +  9e=
26

and

S  =  2c

regardless of the type of Runge-Kutta scheme (3-stage or 4-stage). Substituting C
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A comparison of the CFL number gain between residual-smoothing methods 

with and without approximate-factorization is shown in Fig. 19. No significant 

difference between two methods is observed, although approximate-factorization 

seems to give a larger gain. However, this does not indicate Eq. (4.56) should give 

faster convergence. The convergence rate is not determined by the CFL number, but 

rather controlled by the temporal damping rate, or more precisely, the amplification 

factor. Nevertheless, Eq. (4.56) gives an easier way to apply residual-smoothing. 

Albeit several iterations of Gauss-Sidel method can be use to relax Eq. (4.55) to 

a certain extent, the full effect of residual-smoothing may not be reached until Eq. 

(4.55) is completely relaxed. Therefore the present work utilizes direct inversions 

of the approximate-factorization formulation (Eq. (4.56)) throughout.

4.4 Comparison of Convergence Rates o f Implicit and Explicit Schemes

This section makes comparisons between the implicit and the explicit schemes 

for two-dimensional incompressible and compressible flows. In two-dimensional 

cases, the convergence rates of the explicit and implicit schemes are much more 

competitive than those of one-dimensional cases. The major difference is not caused 

by an improvement in the explicit scheme but, rather, because the optimal CFL 

number in the implicit scheme is so much smaller in two dimensions when the usage 

of approximate-factorization is unavoidable. If the full implicit scheme (rather than 

ADI) is attempted, then the problem suffered by implicit scheme becomes the in­

version of huge sparse matrices. Before any inexpensive algorithm is invented, this 

is not permissible for most cases of interest.

The problem chosen for the comparison purpose is a bicircular arc airfoil cas-
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cade problem with 20% chord thickness airfoil. The grid system is a 65 x 17 H-mesh 

as shown in Fig. 20 which is identical to those used by Ni [42] and Chima and John­

son [43].

The convergence rates of an incompressible flow case are shown in Fig. 21. The 

curves in Fig. 21 represent averages of three residuals. Three convergence curves 

correspond to the ADI scheme, the explicit scheme without residual-smoothing, 

and the explicit scheme with residual-smoothing. The explicit-scheme solution is 

identical to those of the ADI formulation when the amount of artificial viscosity 

is the same, so the relative quality of the solutions is not an issue, only the rate 

of convergence. One representative solution corresponding to the convergence rate 

given in Fig. 21 is included as Fig. 22. The smooth pressure contour lines represent 

a fluctuation-free solution.

Figure 21 shows that the convergence rate of the ADI scheme is much faster 

than that of the explicit scheme on the basis of iterations, even though the CFL 

number of the ADI scheme is restricted to approximately the order of the explicit 

scheme. The curve for the ADI scheme is obtained by using CFL = 14. The 

residual of the ADI scheme is reduced by 15 orders of magnitude in 900 iterations, 

while it takes 3000 iterations for the explicit scheme to reach the same residual 

level.

The convergence rate of the explicit scheme can be enhanced significantly by 

applying residual-smoothing. As shown by stability analysis, residual-smoothing 

increases both the CFL  limit and the allowable viscosity. As a result, the low- 

wavenumber amplification-factor is significantly reduced to give a faster conver­

gence. As shown on Fig. 21, the one without residual-smoothing takes 12000 iter­

ations (not shown completely on the figure) to converge to machine accuracy; the 

other with residual smoothing coefficient e =  1.0 converges 4 times faster. As indi-
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cated for the one-dimensional problems, the amount of viscosity contributes to the 

convergence rate of the explicit scheme with residual-smoothing. In two dimensions, 

the same phenomenon has been observed. In fact, the case with residual-smoothing 

applies a much stronger artificial viscosity (ex =  ev = 3.5) than the case without 

(ez — =  0.3).

A more important index of the efficiency of a scheme is the convergence rate 

based on computer CPU-time, rather than on the number of iterations. Although 

the ADI scheme converges in much fewer iterations than the explicit one, it con­

sumes more CPU-time for each iteration than the explicit scheme does. For the test 

case under investigation, the ADI scheme, explicit scheme with residual-smoothing, 

and explicit scheme without residual-smoothing take 0.172,0.116, and 0.0806 second 

per iteration on IBM-3090/180, respectively. IBM-3090/180 is a scalar machine. It 

performs arithmetic operations on a sequential basis. The CPU-time it consumes 

for a scheme is thus approximately a relative index of the number of operations. 

We show the convergence rate based on IBM-3090/180 CPU-time in Fig. 23. As 

shown in Fig. 23, the ADI scheme is the fastest on a scalar machine.

Evaluating CPU-time has been complicated by the advent of vector machines 

such as Cray-1, Cray-2, Cyber-205, ETA-10, or IBM-3090/400. A.vector machine 

is capable of parallel-processing an array of data, thus increases its speed dra­

matically. The longer an array is, the more efficient a vector machine can be. 

Therefore, the performance of a scheme on vector machines depends strongly on 

its vectorizability. For example, on a vector machine the tridiagonal inversions 

of the two-dimensional ADI scheme should not be done in a line-by-line fashion, 

but should be parallel-inverted, or ‘line-vectorized’. The residual-smoothing in the 

explicit scheme, which involves inversions of scalar tridiagonal matrices, can be 

vectorized with the same strategy. The right-hand-side calculation can even be
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more efficiently ‘plane-vectorized* in either case. However, since the explicit scheme 

without residual-smoothing requires only the right-hand-side calculations, its over­

all efficiency on a vector machine may be better than on a scalar machine. Figure 

24 shows the comparison of both schemes based on Cyber-205 CPU-time. The 

CPU-time for each iteration is 0.0661, 0.0263, and 0.0109 for the ADI scheme, the 

explicit scheme with residual-smoothing, and the explicit scheme without residual- 

smoothing, respectively. As can be seen in Fig. 24, the ADI scheme is still the most 

economical one. However, the gap between the CPU-time cost for the ADI and the 

explicit schemes has been narrowed due to their vectorizabilities.

Another critical factor to the CPU-time is the block size, i.e., the number of 

governing equations. In the ADI scheme, most of the computation effort is on in­

versions of the left-hand-side block tridiagonal matrices. The number of operations 

in solving a block tridiagonal increases with cube of the block size, or more specifi­

cally, +  |  m 2 — -m , where m is the dimension of the blocks [44]. The trend 

of required operation counts for left-hand-side inversions is shown in Fig. 25. One 

perceives the drastic escalation of computation effort for the ADI scheme as the 

block size increases. On the other hand, the number of operations required by the 

explicit scheme increases linearly with the number of equations. Therefore, for cases 

with more equations, e.g., two- and three-dimensional compressible flows or three- 

dimensional incompressible flows, the explicit scheme may be more favorable. Here 

we will present the convergence comparisons for the two-dimensional compressible 

flow. Three-dimensional cases will be discussed in the next chapter.

Same as for the incompressible flow, the compressible flow is solved by the 

ADI scheme and the explicit scheme, with and without residual-smoothing. The 

bicircular airfoil cascade geometry as shown in Fig. 20 is used once again for 

consistency. The bank pressure is held to be 0.8 of the inlet stagnation pressure
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such that the flow is subsonic and shock-free. The convergence curves based on 

the number of iterations are shown in Fig. 26. These convergence rates are very 

similar to those for the incompressible case. The optimal CFL number for the ADI 

scheme is 12, which is slightly smaller than 14 for the incompressible case. The 

CPU-time for each iteration of the schemes are, 0.360, 0.214, and 0.164 second on 

the IBM-3090/180, and 0.126, 0.0392, and 0.0186 second on the CYBER-205, in the 

sequence of the ADI scheme, the explicit scheme with residual-smoothing, and the 

explicit scheme without residual-smoothing. These data show that increasing the 

block size does give a preference to the explicit scheme. However, this preference 

seems to be less than we estimated previously. The reasons are that the RHS 

calculation does contribute a significant portion to the computation, and that the 

RHS of the compressible system happens to be much more time-consuming than 

the incompressible ones. The RHS for the compressible system involves not only 

more operations but also square-root calculations. Since the four-stage Runge- 

Kutta scheme has to compute the RHS four times per iteration, the CPU-time per 

iteration for both schemes is again brought closer. The convergence rates based on 

' the CPU-time of the scalar machine and the vector machine are shown in Fig. 27 

and Fig. 28. The ADI scheme is once again preferred on both types of machines. 

However, the speed of the explicit scheme on a vector machine is almost the same 

as the ADI scheme.

One important factor on the convergence rates yet to be discussed is the 

boundary-condition implementation. The convergence rate of a scheme is dictated 

by the boundary conditions as well as the dissipation rate of the field points. Ef­

ficient boundary conditions must be capable of driving the waves coming from the 

field points away through the boundaries. Boundary conditions incapable of doing 

this may cause slow convergence or even instability. We have presented both the
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MOC boundary conditions and the explicit boundary conditions earlier in this chap­

ter. Both procedures can be applied to either the implicit or the explicit schemes. 

Here we will discuss their transient behaviors when applied to the implicit scheme.

The MOC boundary procedure usually offers a non-reflective wave propagation 

on the boundaries. This feature increases stability and convergence rate during the 

time-marching history. To visualize this, we apply the MOC and explicit boundary 

procedures to the ADI scheme for an incompressible flow passing the bicircular 

airfoil cascade shown in Fig. 20. The pressure distribution for the explicit boundary 

procedure after 5 iterations is shown in Fig. 29. Clearly, the explicit boundary 

procedure can not evict the disturbances out of the boundaries completely. Strong 

oscillation is observed on the wall. However, this phenomenon is absent when the 

MOC boundary procedure is used. Figure 30 shows the pressure contour after 

5 iterations for MOC boundary procedure. Well behaved wave propagation can 

clearly be seen on the wall boundary. Consequently, we expect this implicit scheme 

to converge faster with MOC boundary conditions. Surprisingly, however, both 

procedures converge at nearly the same rate for CFL — 14. This indicates that 

the set of explicit boundary conditions used here can catch up with the dissipation 

rate of the field points for the ADI scheme at CFL = 14. What happens if the 

field points have a higher dissipation rate? To answer this question, we apply both 

boundary procedures to the full implicit scheme which offers a higher dissipation 

rate as the CFL number further increases. The convergence rates for the full implicit 

scheme with the explicit and MOC boundary procedures are shown in Fig. 31 and 

Fig. 32 for some CFL numbers. Note that the full implicit scheme converges faster 

at CFL — 14 than the ADI scheme at the same CFL number. Once again we see 

that the convergence rate is decided by the amplification factor instead of the CFL 

number. As shown in Fig. 31, the convergence with the explicit boundary procedure
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Figure 29: Pressure Contour by using the Explicit Boundary Conditions after 5
Iterations.
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is enhanced as the CFL number increases from 14 to 20, but slowed down for further 

increase of the CFL number. On the other hand, the MOC boundary procedure 

can cope with further increase of the CFL number, and renders the full implicit 

scheme capable of converging 16 orders of magnitude in only 13 iterations with a 

CFL number of 10000.

A final word concerning comparisons between ADI and explicit schemes is in 

order. The CFL number used with Runge-Kutta scheme is approximately equal to 

the optimal value for ADI scheme. It is tempting on this basis to assume that equal 

CFL numbers will imply equal convergence rates. This is not the case. The conver­

gence rate is dictated by the amplification factor and its variation with wavenum- 

ber, not by the CFL number. As a matter of fact, even if CFL  =  7 is used for the 

ADI scheme, its convergence rate is still faster than the Runge-Kutta scheme with 

CFL  =  7. Moreover, the ADI scheme can actually use a much higher CFL number 

(say, 100 or 1000) and still be stable. However, the convergence rate will be much 

slower as compared to CFL  =  14. Stated in another way, it is not the time-step 

size that determines convergence, but rather the temporal dissipation rate. These 

are most directly deduced from the amplification factors.

4.5 Accuracy Verification for Steady State Solutions

In this section, several steady state solutions are presented to show the accuracy 

of the central-difference schemes under investigation. We selected both compressible 

and incompressible cases whose analytical solutions are available to make compar­

isons. For the compressible case, a flow entering a channel with a five-degree wedge 

is calculated. As representative incompressible cases, we calculated flows over a 

cylinder and a NACA0012 airfoil.

As stated earlier, the converged solutions of the implicit and explicit schemes 

are, for all intents and purposes, identical. Although the solutions in this section
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Figure 30: Pressure Contour by using the MOC Boundary Conditions after 5
Iterations.
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are obtained by utilizing the implicit scheme, they also represent solutions of the 

explicit scheme. These solutions correspond to results as double-precision machine 

accuracy is reached. However, three orders of residual reduction is sufficient for 

practical purposes.

Figure 33 shows the grid system, the numerical result, and the analytical so­

lution for a compressible internal flow. A Mach 3 flow enters a two-dimensional 

channel with a 5-degree wedge at the lower wall. The top figure shows the 81 x 33 

grid system being used. The grid points are equally spaced in both x- and y- 

directions. Sharp turns of the lower solid wall create an oblique shock wave and a 

Prandl-Meyer expansion wave. The oblique shock reflects on the upper wall and 

merges into the expansion wave. The middle figure shows the Mach number contour 

results from the numerical computation. Such a case can be calculated analytically. 

The analytical result is shown in the lower figure. The computed wave-angles agree 

very well with the analytical calculation, and the Mach numbers are within 1% 

accuracy.

As a second example, an incompressible flow around a cylinder is computed 

and compared against analytical solution. The grid system (90 X 41) utilized to 

compute the flow field is shown in Fig. 34. The radius of the computational 

domain is approximately 10 times of the cylinder radius. Figure 35 shows the 

pressure contour plot. The boundary conditions applied are the total pressure and 

the zero flow angle at the front side, and a constant pressure at the back side. These 

non-symmetric boundary conditions results in a non-symmetric solution. However, 

a symmetric solution should be approached if the domain is expanded to infinity. 

For the domain size (10 cylinder radii) used here, the pressure distribution is already 

very close to symmetric. A comparison of the pressure coefficient on the cylinder 

surface is shown in Fig. 36. The solid line represents the analytical solution and
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the circles stand for the numerical solution. Small discrepancies are observed at the 

top and bottom of the cylinder (minimum pressure region). This is also caused by 

moving the far field conditions to a finite distance from the body. This error is kept 

within 1% of the maximum pressure difference in the flow field by restricting the 

far field conditions 10 cylinder radii away from the body. Expanding the domain 

size can further reduces this error. To show how many orders of residual reduction 

are required, the pressure distribution after reducing the residual by three orders of 

magnitude is also presented in Fig. 36 as crosses. The difference made by further 

residual reduction is visually not detectable.

A third comparison regards a uniform flow passing through a two-dimensional 

cascade of NACA0012 airfoils. The calculated result is compared against Giesing’s 

panel method program [26]. The panel method solves the velocity potential (Lap­

lace) equation for an arbitrary boundary. In the case presented, 400 panels are 

used to represent the airfoil, so that the solution can be considered as analytical. 

As shown in Fig. 37, the pressure coefficients on the airfoil surface agree with each ■ 

other accurately.
»

We conclude this section by a brief discussion on the effect of the boundary 

conditions on the solution accuracy. Boundary conditions play a decisive role in 

solution quality on many occasions. We have presented the MOC boundary condi­

tions and examples of the explicit boundary conditions in the earlier sections. It is 

quite clear that the MOC boundary conditions should give a better solution since 

the equations for boundaries come directly from the governing equations without 

revoking any extra assumptions as those made for the explicit boundary conditions 

presented.

As an example, a subsonic compressible flow around a NACA0012 airfoil at 

zero angle of attack is computed using both the MOC and the explicit boundary
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Figure 34: 90 x 41 Grid Around a Cylinder.
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Figure 35: Calculated Pressure Contour Around a Cylinder.
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Figure 38: 111 x 31 Grid System Around a NACA0012 Airfoil.
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Figure 39: Mach Number Contour by Using the Explicit Boundary Conditions.
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Figure 40: Mach Number Contour by Using the MOC Boundary Conditions.
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conditions shown earlier. The 111 x 31 C-mesh grid system used is shown in Fig. 

38. This grid is generated by the GRAPE code [45-46] which solves a system of 

elliptic equations as proposed by J. Thompson and developed by Sorenson. The 

thickness of cells on the airfoil is 0.2% of the chord length. Figure 39 and Figure 40 

show the Mach contours as computed with explicit and MOC boundary conditions, 

respectively. The solution with explicit boundary conditions generates a boundary- 

layer-like Mach contour attached to the airfoil. Refining the grids near the airfoil can 

reduce the false boundary-layer region gradually. However, using MOC boundary 

conditions is the most effective way in this case, as demonstrates in Fig. 40 which 

shows the Mach contour by the MOC boundary conditions. Note that here we 

are merely referring the explicit boundary conditions to the set presented earlier. 

Actually, it is also possible to apply the MOC conditions explicitly and obtain 

exactly the same result as the implicit MOC conditions. However, the unfavorable 

time-lagging between the field points and the boundary points may still cause a 

convergence problem as discussed earlier.

4.6 Variational Implicit Schemes

The implicit scheme was shown to be effective in the previous section. How­

ever, as indicated earlier, the cost of inverting the left-hand-side matrices increases 

drastically as the block size expands. Accordingly, Algorithms with simplified in­

version are of interest for systems involving more equations. In this section we shall 

discuss several approximate-factorization procedures other than the standard ADI.

4.6.1 Diagonal ADI Scheme

For steady state applications, or when first-order time accuracy is adequate, 

one can replace the left-hand-side operators by simplified matrices that maintain 

the stability properties of the original matrices. One approach used by Pulliam and
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Chaussee [40] utilizes a similarity transformation to convert the block tridiagonal 

matrices into scalar tridiagonals. This idea has been applied to incompressible flows 

by Rogers, Chang and Kwak [47].

Starting with the finite-difference equations for a source-free hyperbolic system 

without artificial viscous terms, one has

(J +  At^A*) ( /  +  At6qB>) AQ =  R H S  (4.58)

The flux Jacobian matrices A and B each have real eigenvalues and a complete set 

of eigenvectors. Thus, they can be diagonalized by similarity transformation, (see 

Chapter 2)

A* =  Arj = M ^ B M ,

or inversely,

A =  B -  M ^ M " 1

By replacing the flux Jacobians A and B in Eq. (4.58) one gets

+ A ■) (M .M " 1 +  AtSn •) AQ =  R H S

(4.59)

At this point Eq. (4.58) and Eq. (4.59) are equivalent. An useful approximation 

can be made by moving MJT1, and M " 1 outside the spatial derivative 

terms 6$ and Sn. This modification reduces the time accuracy to at most first-order 

in time. The resulting equation is

M e (I +  A t^ A e) (I +  Atd„A„) M " 1 AQ =  R H S  (4.60)

The above modification is done to the left-hand-side of Eq. (4.58). The steady- 

state solution (the right-hand-side) remains unchanged. Thus, if the transient so­

lution is not of interest, the diagonal algorithm gives exactly the same result as



www.manaraa.com

117

the original scheme so long as it converges. Because the linear stability analysis 

assumes constant flux Jacobians and pulls them outside the spatial derivatives, it 

suggests that the diagonal algorithm gives exactly the same unconditional stability 

and convergence as the original algorithm.

The left-hand-side operator of Eq. (4.60) consists of three matrix-vector mul­

tiplications and inversions of m scalar tridiagonal systems. The total number of 

operations is thus 6m2 +  6m. Specifically for the incompressible system, the orig­

inal scheme and the diagonal scheme need 164 and 72 operations, respectively, to 

invert the left-hand-side. The saving is even more significant for 4 x 4 systems.

Besides reduced computational time, there are other advantages to the diagonal 

algorithm. For example, it requires less temporary memory storage and simplifies 

coding for computer vectorization. Pulliam claims that the convergence rate can be 

enhanced with implicit 4th order viscosity added [25]. This may not be economical 

to be used with the original algorithm since the cost of block pentadiagonal solver 

could be higher than saving of iterations.

One drawback of diagonal algorithm is the difficulty encountered in applying 

the implicit MOC boundary conditions. As addressed earlier, incoming and outgo­

ing information is treated differently for the MOC boundary procedure. The original 

algorithm extracts the outgoing information by taking one-sided differences of the 

flux-Jacobian derivatives on the left-hand-side. This procedure translates into one­

sided differencing of the appropriate eigenvalues plus multiplications of M  and M -1 

for the diagonal algorithm. Hence the scalar tridiagonal structure is not destroyed 

by the outgoing characteristics. However, the incoming information contains speci­

fied boundary conditions, and some elements in the matrix dCl/dQ may fall outside 

the diagonal line. This breaks down the scalar tridiagonal structure. Thus the di­

agonal algorithm is usually associated with the explicit boundary conditions, for it
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retains the diagonal structure.

Comparisons of convergence rates between the original algorithm and diagonal 

algorithm is shown in Fig. 41 and Fig. 42. The geometry is again the bicircular-arc 

airfoil cascade case shown in Fig. 20. The steady state result is not presented since 

it is precisely identical for both algorithms. Explicit boundary condition is used in 

both cases. The optimal CFL number for the diagonal scheme is 9, which is smaller 

than the original algorithm. This is obviously caused by moving the flux Jacobians 

outside the differential operators. The convergence rates of two algorithms shown 

in Fig. 41 are based on the same CFL number. They converge at essentially the 

same rate. However, the CPU-time for each iteration of the diagonal algorithm 

is approximately 66% of the original algorithm on IBM-3090/180. A comparison 

of the optimal convergence rate based on the CPU-time of IBM-3090/180 (scalar 

machine) is shown in Fig. 42. The diagonal scheme is slightly faster in this case. It 

should become more favorable as the block size increases.

4.6.2 Lower-Upper Schemes

Other than the diagonal ADI scheme, one group of implicit scheme referred to 

as LU schemes are available as alternatives to the ADI scheme. These LU schemes 

are constructed by particular approximate-factorization procedures which result in 

implicit operators composed of only lower (L) and upper (U) block matrices. The 

procedure of inverting an LU operator resembles the Symmetric Successive Over 

Relaxation (SSOR) method [48] originally designed for elliptic equations. Such op­

erators sometimes can be solved more efficiently than the block tridiagonal matrices 

because the LU decomposition is not required.

To assess the value of LU schemes, several interesting LU schemes are investi­

gated and their efficiencies are compared with the ADI scheme. Central-difference 

is still used for the RHS operator, so that the final converged solutions are identical.
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The implicit operators of LU schemes are usually constructed on the basis of up­

wind difference. In the present study, the concept of flux-vector splitting originally 

proposed by Steger and Warming [49] is utilized to construct the upwind difference 

for the LHS operators. The concept of flux-vector splitting is described briefly.

A flux Jacobian A can be considered as a similarity transformation of a diagonal 

matrix, A {see Sec. 2.1),

A  =  M A M '1

This matrix can be split into two matrices,

A =  M(A+ + A- ) M '1 =  M A + M '1 +  M A ~M _1 =  A+ +  A "  (4.61)

in which A+ contains only non-negative eigenvalues, and A-  contains only non­

positive eigenvalues. The eigenvalues of A + and A -  are the same as those of A+ 

and A- . Once the flux Jacobian A  are split into A + and A - , upwind difference 

can be utilized to formulate the LHS of an LU scheme.

In this section, three LU schemes are studied. They can be derived from the 

formulation for the fully implicit scheme. By splitting the flux Jacobians according 

to Eq. (4.61), the fully implicit scheme can be expressed as

(I +  A f^ A + • +At6€A " ■ +At6„B+ • +At5„B- -) AQ =  R H S  (4.62)

In order to construct a stable LU scheme, upwind differences are used. In other 

words, backward differences are applied to A + and B + , and forward differences axe 

applied to A -  and B " to give

(I +  Attff A + • + A i^ A "  • +At6~B+ • +At6+B~-) AQ =  R H S  (4.63)

where 6" and <S+ denote backward and forward differences, respectively. First-order 

differences are utilized throughout this section to simplify the LHS.
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One LU scheme can be constructed directly from Eq. (4.63) by approximately 

factorizing the LHS into four factors to give

(I +  A tdfA +-)(I + AtSfA~-){ l  + Atd“ B + *)(I +  Atd+B"-)AQ =  R H S  (4.64)

which may tentatively be called the four-factor LU scheme. This scheme has been 

used by Obayashi and Kuwahara [50] in solving the two-dimensional Navier-Stoke 

equations, and subsequently extended to three dimensions by Obayashi and Fujii 

[51]. Equation (4.64) can also be considered as splitting each of the two ADI 

operators into L and U factors, which are bidiagonal matrices if the first-order 

differences are taken. The price we pay for solving simpler operators is doubling 

the number of the factors in the LHS. The approximate-factorization error of the 

four-factor LU is of 0  (At4) as opposed to 0  (At2) of the ADI scheme. This may 

imply a more restrictive limit for the time-step size. Even less favorable stability 

criteria are expected in three dimensions where the four-factor LU scheme becomes 

a six-factor scheme.

In order to improve the stability characteristics, one could seek for other LU 

schemes which give lower order temporal error. Refer back to Eq. (4.63). A second 

LU scheme can be formulated by grouping the backward-difference operators into 

one factor and the forward-difference operators into another as

(I +  A t8 J A + • +At6~B+-) (X + A tS }A ~  - + A t # B " )  AQ =  R H S  (4.65)

Analogous to the four-factor LU, this scheme is tentatively called the two-factor 

LU scheme. The temporal error of the two-factor LU scheme is of 0 (A t2) and 

should allow a larger time-step size. Notice that in three dimensions, this scheme 

remains two-factored, and the temporal error is still of second order, while the 

approximate-factorization error of the ADI scheme increases to the third order.
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The third LU scheme is formulated by an approximate-factorization procedure 

which, in an attempt to increase the weight of the diagonal blocks, results in a more 

stable scheme than the two-factor LU scheme. Starting from Eq. (5.63), one cam 

perform the first-order differencing to obtain

I +  At (A+- -  A,r. +  B+. -  B - .)  AQ,,, 

+A f [ - ( A + A Q ),_ ij +  (A -A Q )i+,,, -  (B+AQ );,,_i +  (B -A Q )j|, +1) =  R H S

(4.66)

in which the grid spacings, A£ and A 77, are set to one. Equation (4.66) is approxi­

mately factorized to give

(I +  At (—A -  -  B “  +  SJA + ■ + ^ B + - ) ) •

(1 +  At (A -  + B "  + A + + B + ) )” 1- 

(I +  At (A+ + B + +  Sf  A "  • + 5+ B ")) AQ =  RHS  (4.67)

The LU scheme represented by Eq. (4.67) is usually referred to as the Diagonally 

Dominant ADI (DDADI) scheme [52]. Only two sweeps are involved in the DDADI, 

and the temporal error is of 0 (A t2), even in three dimensions.

The three LU schemes are utilized to solve the incompressible Euler equations 

for the geometry shown in Fig. 20 in order to test their relative efficiencies and 

compare to the standard and diagonal ADI schemes. As before, we compare their 

convergence rates on two basis, the number of iterations and the CPU time. Com­

parisons of the convergence rates of the five schemes based on number of iterations 

is shown in Fig. 43. Corresponding results in terms of CPU time of CYBER-205 

are shown in Fig. 44. The results shown are for the optimum CFL numbers of these 

schemes.
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The optimum CFL numbers of the four-factor and two-factor LU schemes are 

lower than that of the ADI scheme, while the DDADI scheme has a substantially 

larger optimum CFL number than the ADI scheme. As shown in Fig. 43, the fastest 

convergence rate is given by the DDADI scheme, and the slowest by the four-factor 

scheme. The ranking of the convergence rate is almost determined by the optimum 

CFL number each scheme uses. This ranking is upset by the performances of 

these scheme on CYBER-205. Figure 44 shows the diagonal ADI scheme gives the 

fastest convergence rate in terms of CPU time, and the two-factor LU scheme is the 

slowest. In general, the two-factor and DDADI schemes requires more CPU time 

per iterations than the others. The major reason is the difficulty encountered in 

vectorizing these two schemes. The ADI, diagonal ADI, and the four-factor schemes 

can be vectorized in a similar fashion, which is more efficient than what the two- 

factor and DDADI schemes can achieve. A summary of the performances of these 

five schemes is given in Table. 1.

Table 1. Comparison of Performance of Various Implicit Schemes

scheme ADI diagonal ADI 4-factor 2-factor DDADI

optimum CFL 14 9 7 10 35
convergence rate 

(order per 
100 iterations)

1.7 1.25 0.85 1.2 2.4

CYBER205 cost 
(second per 
iteration)

0.075 0.026 0.052 0.100 0.120

vectorizability medium good medium poor poor
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CHAPTER 5 

THREE-DIMENSIONAL PROBLEMS

Steady three-dimensional incompressible inviscid flows are considered in this 

chapter. Previous one- and two-dimensional calculations have given us considerable 

information concerning the relative efficiency of the implicit schemes and the explicit 

Runge-Kutta scheme. By and large, the implicit schemes dominate the Runge- 

Kutta scheme in one dimension, but compete with the Runge-Kutta scheme in 

two dimensions. Extrapolated to three dimensions, the Runge-Kutta scheme may 

be expected to be more efficient. Calculations are conducted to confirm this. To 

demonstrate the applicability of this work on engineering, flows passing through a 

propeller operating in a wake are solved by a suitable scheme. The analyses in this 

chapter are mainly aimed at this problem.

5.1 Governing Equations

For rotational propeller problems, it is more convenient to write the governing 

equations in cylindrical coordinates. Other coordinate systems may cause difficulty 

in specifying periodic boundary conditions. In the cylindrical coordinate system, 

the transient incompressible Euler equations can be written as
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As before, a pseudocompressibility term is added to the continuity equation. For 

generality, the coordinate system is assumed to rotate around the z-axis with an 

angular velocity w.

The right-hand-side of Eq. (5.1), H , represents the source vector. In the source 

vector, (ug +  p) and —uru$ come from the curvature of the 0-axis. The centrifugal 

force is represented by w2r2, and the Coriolis force is represented by 2utugr and 

—2a;urr. The centrifugal force and the Coriolis force are the results of rotation of 

the coordinate system.

The flux Jacobians and source Jacobian for Eq. (5.1) are

A =
dE
dQ

( 0 0 0 0 \ (0 0 0
1 2ur 0 0 B -  ®  - 0 Ur
0 uo ur 0 dQ 1 0 2 ug

V o uz 0 u r ) VO 0 uz

D  =

0 0 0 0
0 uz 0 urv
0 0 uz Ug
1 0  0 2uz .

The eigenvalues of the flux Jacobians are

dG
dQ

dH
dQ

0
0

—2 w - **■ 
0

0
2 w +  ^

-J£t
r

0

Al,2,3,4(A) =  Ur ,Ur , Ur ±  V ur + 0

Ai,2t3,4(B) =  UeiU0,Ug ±  \ f u 2g + 0

A l , 2,3,4 ( C )  =  UZ, U Z, U Z ±  \ / u l  +  0  

By transforming to (£,>?,?) coordinates, one gets the governing equations in

the transformed coordinate system (see Appendix),

dQ  5E  dF_ dG  -
dt + d (  dr) +  d( ~

(5.2)

where

1 1 
Q =  7 Q, e  = 7

p v
UrU + CrP 

ugU +  (fr/r)p  | ’ 
V  u z U  +  £z p

h = 7 b
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and
*

(  0 P t r P i e / r P i *

£ r U  +  £ r t i r ( t e / r ) u r i z V - T

i o / r £ r « 0 U  +  ( & / r ) u 0 i * u g

\  £ r V + t z U

D = D

The contravariant velocity, 17, is defined as

£e
U = Urtr + Ue— + Uztz r

and the Jacobian of transformation, J ,  is defined as

, _
rd[r,8,z)

A A +

The rest of the flux vectors, F  and G, can be obtained by replacing £ in E  by t] 

and f, respectively, and so are the flux Jacobians B and C.
A

The eigenvalues of matrix A  are given as

A1i2i3 ,4 (A) = U,U,U± y / u 2 +  /?[£? +  (£*/r)2 +  £|]

which are similar to those of two-dimensional system except for the presence of two 

identical eigenvalues. This causes difficulties in deriving the eigenmatrices for MOC 

boundary conditions [47]. The derivation will be detailed later on.

For solving the propeller flows, two rotational speeds of the coordinate system 

are of interest. When w =  0, the coordinate frame is stationary, and the fluid mo­

tion is observed from ‘absolute coordinates*. When w — fl, where fI is the rotational 

speed of the propeller, the fluid motion is described by ‘relative coordinates’. Ob­

served from the absolute coordinates, the propeller is rotating at. an angular velocity 

H, whereas from the relative coordinates, the propeller appears motionless.

The propeller-flow problems can be solved either by the relative coordinates or 

by the absolute coordinates. Since we attach a body-fitted grid to the propeller, the 

motion of the grid depends on the coordinate system on which the observer stands.
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In other words, the grid appears stationary on the relative coordinate system, and 

rotating on the absolute coordinate system. In case the inflow is axisymmetric, 

both coordinate systems can have steady state solutions if we use the cylindrical 

coordinates. Steady state solutions do not exist for some absolute coordinate sys­

tems such as the Cartesian system. In principle, both system should result in the 

same steady state solutions. The only difference is how the steady solutions are 

approached.

Comparing the governing equations in the absolute and relative systems reveals 

that they give different source vectors. In the cylindrical coordinates, the circum­

ferential velocity component is the only dependent variable that is different for the 

two systems. They can be related by

ri0a =  Uffr +  f i r  ( 5 . 3 )

where uga and ugr are the ug in the absolute and relative coordinates, respectively. 

The source vector in the absolute coordinates is then

(  0 \ (  °  , f  0 \
“er +. P + (wr) +  2wru$r 1 H 0

—uruga —wrur — tt rUgr 1 r wrur
V o / V o / V O /

in which H„ and H r represent the source vectors in the absolute and relative co­

ordinates. Equation (5.4) shows the source vectors in the two coordinate systems 

differ by wrur in the third row. Put it in another word, half of the coriolis force in 

the $ direction has been absorbed into the flux vector terms by using the absolute 

coordinates. At this point of time we still can not indicate the advantage or disad­

vantage of using either of the two coordinate systems. Vector stability analysis will 

be performed to give better insight.
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5.2 Im plicit Scheme

The two-factor ADI scheme for two dimensions has been proven to be effective 

in the previous chapter. Extension to a three-factor ADI scheme for three dimen­

sions is straightforward. Just as Eq. (4.13) is used to solve the two-dimensional 

Euler equations, the three-dimensional Euler equations are similarly Bolved by

-  AtD +  A t^ A  • (J -  A tD )-1 •

-  AtD +  AtS^B  • ~ ( / - A t D ) -1 •

( I  -  AtD +  AtSfC • AQ

= - A t  {6( E + F  +  5fG -  H) -  ^  j ( * « «  +  +  W  J Q n (5.5)

where the time step, At, can be determined in the similar fashion as two dimensions,

At =  C F L ( J \ \  +  A *  +  A *  M (5.6)V ^m az Vjno* »m a x  '  *

As before, the ‘hats’ are dropped for convenience. This three-factor ADI scheme 

will be shown to be conditionally stable later on. In contrast, the two-factor ADI 

scheme for the two-dimensional Euler equations is unconditionally stable. The ma­

jor difference which causes this instability is the additional 0 (A t3) temporal error 

term introduced by the three factors.

5.2.1 Scalar S tability  A nalysis

To understand the stability characteristics of the three-factor ADI scheme, 

consider the following three-dimensional, scalar, linear, hyperbolic equation.

du  , du , du , . du
^  +  Â  + V  +  Afa?  =  0 (5'7)

Equation (5.7) is solved by three-factor ADI scheme as follows

( l  +  A fA ^  -  ( i  +  AtA^tf,, -  ■gAi?) ( l  +  AtAf5f -  ■gAf) Au
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=  - A t  (A£#£ +  A„Sn +  Aftff) un -  y  (^eec +  f w m  +  u” (5-8)

in which the implicit and explicit artificial viscous terms are added.

To simplify the algebra, symmetric analysis is assumed as before,

C F L$ = CFL„ =  CFLS =  CFL/y/3

according to Eq. (5.6), and

CJ^Af =  Aq =  wf Af =  0

This symmetric analysis is equivalent to finding the amplification factor of the 

diagonal line between (0,0,0) and (7r,7r,7r) on the wavenumber domain. This can 

simplify the algebra dramatically, and the most unstable waves are almost always 

included in such analysis. The magnitude of the amplification factor thus obtained 

is rather complex, and is given as

. , 2  numerator , .
lffl =  denominator (5*9)

where

numerator = j  [l + | ( 1  -  C )]3 -  [l +  | ( 1  -  C)] CFL2S 2 -  | e e(l -  <7)2 j
+  |> /3  [l +  | ( 1  -  C )]2 CFL S  -  CFL3S 3/3y/3 -  VZCFL S  J

denominator =  |  [l +  ^ (1 — C)j — [l +  ^{1 — C)j C F I^ S 2!

+  j \ /3  [l +  | ( 1  -  C )]2 CFL S  -  CFLzS z /Zy/z}

in which S  and C represent sine and cosine of the wavenumber, 0. Since the 

numerator and denominator are both positive, the criterion for stability is

numerator < denominator
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This criterion results in

—3ee(l —C)2 [l +  ^ (1  -  C)]3+3ee( l - C ) 2 [l +  ^ (1  -  C)] C f ,L25 2 +  ̂ 2( l - C ) 4

- 6  [l +  j ( l  -  C )]2 CFL2S 2 +  | CFL4S 4 +  ZCFL2S 2 < 0 (5.10)

Note that Eq. (5.10) contains four parameters, CFL,  ee, e,-, and 6.

First consider the case without any implicit or explicit viscosity. In such case, 

the scheme is stable if

| CFL4S a -  3CFL2S 2 < 0

or

CFL2S 2 < ^ (5.11)

which indicates that CFL  limit is y/4H, or approximately 2.12, and that the mid- 

wavenumber wave is the most unstable mode. Notice this result holds only when 

CFL S  is non-zero. Zero CFL S  represents the highest and the lowest-wavenumber 

waves. These two wave modes are always neutrally stable when no viscosity is added. 

Next consider the effect of explicit viscosity. When €,• =  0, Eq. (5.10) becomes

^C F L 4S 4- 3 C F L 2S 2-Zee{ l - C ) 2+SCFL2S 2ce( l - C ) 2+ ^e2{ l - C ) 2 < 0 (5.12)

Five terms occur in Eq. (5.12). The first two terms have been seen in the analysis 

for zero artificial viscosity. The remaining three terms are from the explicit artificial 

viscosity. The third term is negative and the fourth and fifth terms are positive. 

Negative terms have a stablizing effect; positive terms have a destablizing effect. 

Among these three terms, the fourth is the largest for mid-wavenumber wave (5 =  

1). At this wavenumber, the fourth term is larger than the third unless CFL  is 

less than 1 which is too small to be interesting. Even if the implicit viscosity is 

added, the explicit viscosity is still harmful to the stability of the mid-wavenumber
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wave. However, small amount of explicit viscosity could be needed to remove the 

odd-even decoupling.

The presence of implicit viscosity can increase stability. To demonstrate this, 

consider the case with the implicit viscosity but without the explicit viscosity. Equa­

tion (5.10) then becomes

- 6  [l +  j ( l  -  C)] 2 -1-1 CFL2S 2 +  3 <  0 (5.13)

Again, Eq. (5.13) holds for non-zero CFL S  only, since CFL2S 2 has been divided 

through. The implicit viscosity has no effect on stability when CFL S  and £e are 

both zero. In other words, the implicit viscosity alone can not remove the odd-even 

decoupling. Away from the lowest- and highest-wavenumber, the effect of implicit 

viscosity is included in the first term of Eq. (5.13). It is always negative and thus

stablizing. The left-hand-side of Eq. (5.13) can be differentiated once to obtain the
*

wavenumber of the most unstable wave (i.e., the wavenumber with maximum |</|). 

This wavenumber satisfies
f  ef +  9et-

C =
f e ? + 4  CFL2

or _______________________________
y J l G C F L 4 +  18e2C FL2 -  f  e ?  -  81e?

S =  K + 4  CFL2

This wavenumber is ir/2 when et- is zero, and approaches 0 as £,■ increases. Substi­

tuting C and S  into Eq. (5.13) gives

729
32CFLe +  (-144 -  144e,' +  18ef)CFL4 -  81ef CFL2 + ~ e ?  =  0 (5.14)

Notice that only equal sign is considered in Eq. (5.14) because only the most 

unstable wave is under investigation. For a given e,, maximum CFL  for stability 

can be found by solving Eq. (5.14). As e; approaches infinity, Eq. (5.14) approaches

729
18CFL4 -  81 etCFL2 +  — e? =  0 (5.15)16
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It is obvious that the relationship between CFL2 and Cj approaches linear when 

approaches infinity. The curve of maximum CFL  versus e,- is shown in Fig. 45.

In summary, the scalar stability analysis of three-factor ADI scheme results in 

the following conclusions:

(1) Maximum CFL  for stability is \/4J5 without artificial viscosity.

(2) Explicit viscosity can remove odd-even decoupling, but has negative effect to 

mid-wavenumber waves for CFL  of interest.

(3) Implicit viscosity stabilize mid-wavenumber waves, but can not remove odd- 

even decoupling.

(4) Ideal amplification factor can be obtained by adding both viscosities.

These conclusions are verified by Fig. 46 which shows the amplification factor 

for various combinations of the implicit and explicit artificial viscosities. Four curves 

are shown in Fig. 46, all for CFL = a/5X The curve for et- =  ee =  0 shows neutral 

stability at mid- and highest-wavenumber. Adding the explicit viscosity results in 

instability as shown by the curve for ee =  0.2 and e,- =  0. The explicit viscosity has 

the effect of damping high-wavenumber waves and destablizing mid-wavenumber 

waves. In contrast, the implicit viscosity stabilizes mid-wavenumber waves and 

leaves high-wavenumber waves neutrally stable, as shown by the curve for ee — 0 

and — 1. An ideal combination is shown by the amplification factor for ee =  0.2 

and £,■ =  1.

Recall that the above results are for a linear scalar equation, Eq. (5.7). The 

stability characteristics of Eq. (5.2) for the three-factor ADI differ from the above 

in that Eq. (5.2) has more than one eigenvalue in each direction, and that it has 

source terms. However, except for the source term effect, the stability of a vector 

system is usually qualitatively the same as that of a scalar equation. To understand 

the stability of Eq. (5.2), vector stability analysis is invoked. The following section
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addresses this in detail.

5.2.2 Vector Stability Analysis

For studying the stability characteristics of a system of equations, both the 

vector and the scalar analyses are important. There is no doubt that the vector 

stability analysis on the particular system is more realistic than the scalar analysis 

on a mathematically similar equation. However, due to its mathematical complex­

ity, the vector stability analysis usually can only be performed on a computer case 

by case. Specific conclusions such as those drawn from the scalar analysis in the 

previous section are quite difficult to obtain from the vector analysis. The philos­

ophy adopted here is that the scalar analysis provides the guild lines for stability 

and that the results should be confirmed by the vector analysis. Also, the effect of 

the source terms can not be predicted in the scalar analysis and has to be analyzed 

in the vector analysis.

To perform vector stability analysis, the amplification matrix has to be found. 

The amplification matrix for Eq. (5.5) can be obtained by

— I) =  L exp

or more specifically

G = I  +  Lto1pL.*p (6.16)

where L{mp is the implicit operator and Lexp is the explicit operator in the Fourier 

domain. Ljmp contains five operators,

limp =  I f  (I -  A (D )-'L ,(I  -  A fD )-‘Lt

where

=  I I -  AtD + *AtASf +  -^-(1 -  Cf)! 1
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«P> \
hij =  11 — A£D +  t AtUSij +

C<2> \

- ( ■ -

,(2) >
Lf =  [ I -  A<D +  iA tCSs +  - ± - ( i  -  Cs)I

and the explicit operator, Lexp, is

c(4)
L«p =  D -  tAf (AS€ +  B S„ +  CSs) — [(1 — C t f  + (1 -  C„)2 + (1 -  Cf)2]

The stability is determined by the magnitudes of eigenvalues of matrix 6 .  The 

spectral radius must be less or equal to one to ensure stability.

Equation (5.16) is used to study the stability characteristics of the three-factor 

ADI scheme. Consider a cell located at r  =  1 with its faces perpendicular to three 

axes, r, 0, and z. In such case, all metric coefficients are zero except £r , rjg, and 

We further assume the grid spacing to be

Ar =  0.1, rA<? =  0.1, A z  =  0.2 (5.17)

and the absolute velocity to be

ttr =  0.1, ue = 0.3, uz =  1.0 (5.18)

which are typical in propeller calculations.

First consider the case with u  =  0  =  0, where w and fl are the rotational 

speeds of the coordinates and the body, respectively. Notice that this does not 

imply the absence of source terms. The source vector still contains terms due to 

the curvature of the ^-coordinate. The amplification-factor contours for selected 

f-wavenumbers are shown in Fig. 47 for CFL = 4 with no artificial viscosity added 

(ce =  et- =  0). Here the amplification factor is defined as the largest magnitude of 

the eigenvalues of matrix G, and the CFL  is defined by Eq. (5.6). For this case, 

the three-factor ADI scheme is stable. However, the mid-wavenumber wave at the
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Figure 47: Amplification Factor of Three-Dimensional ADI Scheme for Vector 
System. CFL =  4, ee =  e, =  0, w =  fl = 0.
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center of the Fourier domain =  u nArj = u sA f =  7t/2) almost crosses the

stability criterion. Slight increase of the CFL number can result in instability. The 

CFL  limit in this case is approximately twice the CFL  limit based on the scalar 

analysis. This is a result of the unequal eigenvalues of the flux vectors in the three 

directions. In other words, unequal eigenvalues can relieve the CFL constraint. In 

fact, in the limit when the eigenvalues in one direction shrink to zero, the stability 

analysis returns to two dimensions. The most restrictive CFL  limit appears when 

the three directions have the eigenvalues of the same magnitudes. Choi [53] has 

shown that in such case the CFL  limit (about 2.56) is approximately the same as 

the scalar CFL  limit.

The amplification factor of the highest-wavenumber wave in Fig. 47 is one. 

This indicates that odd-even decoupling may occur due to lack of explicit viscosity. 

According to the results of the scalar stability analysis, adding the explicit viscosity 

alone could cause instability of the mid-wavenumber waves. The implicit viscosity 

is required to reduce the amplification factor around the mid-wavenumber. A com­

bination of £e =  0.2 and et- =  1 appears to work well for the scalar equation. The 

same combination is also checked for the vector system, and the amplification factor 

is shown in Fig. 48. As can be seen, the ADI scheme is stable on the vector system, 

and in general, the implicit and explicit viscosities affect the amplification factor 

of the vector system in a similar fashion as they do to the scalar equation. This 

example and many others indicate the qualitative similarity between the stability 

characteristics of the scalar equation and the vector system.

Next we consider the stability characteristics of the ADI scheme in solving 

problems involving a rotating body (e. g., a propeller). For comparison, the stabil­

ity analysis is performed under the same assumptions as the previous case, that is, 

Eq. (5.17) and (5.18), and the CFL number and the viscosities are also set to be
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the same (CFL  =  4, ee =  0.2, et- =  1). As mentioned earlier, this type of problems 

can be solved by either relative or absolute coordinates. The circumferential veloc­

ity in Eq. (5.18) is for the absolute coordinates. On the relative coordinates the 

circumferential velocity is 0.3 +  u/r. The amplification factor for a  rotation speed 

of 60 rpm is shown in Fig. 49 and Fig. 50 for the relative and absolute coordi­

nates, respectively. They both indicate that the scheme is stable regardless of the 

coordinate system used. In general, however, the amplification factor in either Fig. 

49 or Fig. 50 is slightly larger than that in Fig. 48 for non-rotating body. This 

may indicate a smaller dissipation rate in solving flows around a rotating body. By 

comparing Fig. 49 and Fig. 50, one actually find very little difference between the 

amplification factors for different coordinate systems. Earlier derivation shows the 

difference between using the relative and the absolute coordinates is a transfer of 

half of the Coriolis force in the 0-momentum equation into the flux vector. Here 

we see this transfer of source term has nearly no effect on stability. Therefore, as 

far as the stability is concerned, one is free to choose either relative or absolute 

coordinates.

5.2.3 Boundary Conditions

The boundary conditions suitable for the two-dimensional ADI scheme can be 

extended to the three-dimensional ADI scheme in a straightforward manner. For 

instance, the boundary condition in ^-direction can be written as

(S +  A t l M f ^ A - )  AQ = L M ^1 (I +  Atfi„B-)-1 (I +  At6sC-)“ l R H S  (5.19)

which is extended from Eq. (4.23) for two dimensions. However, the derivation of 

the three-dimensional eigenmatrices, M$, M,,, and M f, is not as straightforward as 

that of two-dimensional ones. The difficulty lies in finding the first two eigenvectors 

associated with the repeated eigenvalue. The following formulation is derived by
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Rogers, Chang, and Kwak [47].

For M ^, The form of the first two eigenvectors can be written as

( A  -  f7I ) X  =

~U
£ x  u£x u £ y

£y «6* «£y ” £*
fir w£x w£y W$z

=  0

This can be reduced to

/  0 £x £i/ (X  i
f* 0 0 ° x 2
e* 0 0

° x3
v£* 0 0 0 J <X4

Thus the first two eigenvectors are given by

= 0

xi  =  0 (5.20a)

Cxx 2 +  £y®.3 + Szx4 as 0 (5.206)

Since there are three unknown and only one equation for the last three elements

of these eigenvectors, many possible combinations can be made up. However, it

is important that any two eigenvectors in axe not linearly dependent. Should 

any two be linearly dependent, is singular, and 1 is nonexistent. Hence the 

two eigenvectors determined by Eq. (5.20b) must be chosen carefully to avoid any 

possible linear dependency.

To construct suitable eigenvectors, consider the left-hand-side of Eq. (5.20b) 

as a dot product.

(V f)-X  =  0 (5.21)

where _ _ _
V £ =  6ct +  t y j  +  far k

X  =  X2t + + XA%

and t, j ,  and k are the unit vectors in x-, y-, and z-directions. In other words, one 

must find two linearly independent vectors that are perpendicular to the vector,
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V£, in three-dimensional space. Figure 51 shows the three-dimensional schematic 

of the problem. The vector V£ is normal to a constant £ surface. It is sufficient to 

find two non-parallel vectors which are tangential to the constant £ surface. The 

obvious choices are

X x = x ni +  +  znk

and

X 2 =  xst + ysj  + zsk

These two vectors satisfy Eq. (5.21),

(V£) • X \  =  £xx„ + £yy,, +  £zzn =  =  0

(V £) • X 2 =  €xX{ +  ^yS/f +  s — =  0

and X x and X% are linearly independent as long as the Jacobian of transformation

J  = d(x,y ,z)

remains finite.

Finally, the first two eigenvectors are given as

X 2 =

/  0

Vs 
\ z t

The other eigenvectors are relatively easier to find. The eigenmatrix, is found 

to be

f 2C^m^

M^12 M^i3 \
M^21 M{22 M^23 M{24 1
Mg3X M^32 M^33 M^34 I

V.M^4i M^42 M^43 M^44 /

(5.22)

where

=  0
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V£

£ =  constant 
f =  constant

£ =  constant

£ = constant 

rj =  constant

Figure 51: Three-Dimensional Relation between V£, ®i, and ®2 -
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M$i2 =  0

Mi u  =  -(I7  +  C'€)C€

M fi2i  =  2 m ^ X r ,

M^2 =  2 m^xt

M{23 =  um j -  Zx{U -  C()

M$24 = -um $ +  ẑ(Z7 +  C()  

M£3i =  2 msy„

M^32 =  2m^ys 

Mf33 =  tim£ -  i y{U -  C{) 

M ^ 3 4  =  - t i m £ +  t y ( U  +  C * )  

M f 4 i  =  2m £ 2l |

M^42 =  2m£zf

M£43 =  wrri£ -  $Z(U -  C()

M^44 =  —wm£ +  £z(U + C()

and
m€ =  g  + ^  +  e2

U =  ufs +  V̂ y +  ttff*

Ct = y j U ^ 0 m z

Its inverse matrix, M i 1, is given as

( u h \ MjA Mil's
l _ MjA Mil's

Mi's1, M j i M{33
V M ji Mj4-2 M i413

where

M jA 'l
^{24

M {44

M-1eii -  *j(«>£y -  »£*) +  -  w€*) +  (v£x -  «£y)

M {12 =  *f +  Pty) -  Vi (Uw + P £*)
M {13 =  x s (U w  +  /?£*) -  z s {Uu +  0 t x )

(5.23)
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M ^ 4 =  ys{Uu +  0 k )  -  x s(Uv +  0£v)

Mia\ =  *n(vk  ~ ^fy) +  ~  « k )  +  **(«£y “  v£»)

M F 2 2  =  Vv(U w +PZrn) -  Zr,(Uv +  0 £ v)

M£23 =  zrt(Uu +  Pix) ~ X*{UW +  0 k )

U &4 = Xri(.Uv + PZv) -Vrt{Uv, + 0 k )

IIl&2 i~ 7 m£

M &  = - w +  c«)£«

- i i u + c £K»

- W + C ;) 6

ii 7 m e

ii1 M*
2

w - c t )e*

S S
' w 11 w - Ct)(u

S ii. i ( ' J - c«)£.

The eigenmatrices and their inverse matrices for rj- and f-directions can be 

obtained by replacing £ in and 1 by either tj or f. Note that the above 

derivation is based on the {x,t/,z) coordinate system. However, all the formulas 

can be applied to cylindrical coordinate system by the following modifications,

x  — ► r

y — ► rO

u — »• ur

V -----► Ug

W  * Ue

5.3 E xplicit Scheme

Extension of Runge-Kutta scheme to three-dimensional problems is straightfor­

ward. The time-marching procedure suitable for one dimension such as Eq. (3.25)
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is readily applicable to three dimensions. The only difference is the right-hand-side 

operator, P. For the propeller flow problem, the right-hand-side contains space- 

difference operators in three directions and a source vector.

The boundary conditions in three dimensions can still be treated based on 

MOC. Equation (3.27) is appropriate for one-, two-, or three-dimensional problems. 

The inverse eigenmatrices in three directions, M ^ 1, M '"1, and M f 1 were derived 

earlier for the implicit scheme (see Sec. 5.2.3). For a rotating propeller in an incom­

pressible flow, three boundary conditions need to be specified on an inflow boundary 

since there are three incoming characteristics. One possible set of boundary condi­

tions is the velocity components in the three directions. At the outflow boundary, 

pressure can be specified.

Stability analysis of the implicit scheme uncovers the restrictive stability limit 

it suffers. The explicit scheme, on the other hand, remains approximately the same
¥ V

stability characteristics when extended to three dimensions. As a matter of fact, if 

one defines

C F i  =  % ^  +  ^  +  ^
A£ A t) Af

and performs the symmetric stability analysis on Eq. (5.7), then the CFL  limit 

would be the same as that of one dimension. Or we may say the maximum time-step 

size is reduced to one third from one dimension to three dimensions.

The residual-smoothing method for three dimensions follows that for two di­

mensions. The finite-difference equation for three-dimensional residual-smoothing 

can be written as

(l — e f ^ ) ( l  — en6nn)(l — ef6ff)P  =  P  (5.24)

which is extended from Eq. (4.56) for two dimensions. In Eq. (5.24), P  is the 

right-hand-side operator, and P  is used to update the dependent variables at the
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new time level in lieu of P. Once again, the wave mode which excites instability 

is to be found first, then the CFL limit with residual-smoothing employed can be 

obtained. Assume that

e* = £n = €S

and define

€ =  +  e„ +  ef

The unstable wave mode is found to satisfy

C — -----------------5
!«

and

S =
^ 2 ( l  +  ie )v/ l  + | £ + i § fie2" - 2 - | 6 - f

h
At this wave mode the gain of maximum CFL number is

e2

gain =
4 ( 5+ f O - \ A + E + W

24^2(1 +  §e) +  f  £ +  -  2 -  f t  -  f  c2
(5.25)

The gain curve as a function of e is shown in Fig. 52.

The scalar stability analysis addressed above gives quantitative description of 

the stability characteristics of a linear hyperbolic equation solved by the Runge- 

Kutta scheme. Similar stability behavior is expected for a hyperbolic system such 

as Eq. (5.2). To verify this, vector stability analysis is also performed. In order to 

compare the stability results with those of the ADI scheme, consistent cell size and 

velocity components (Eqs. (5.17) and (5.18)) are assumed.

Guided by the.scalar stability analysis, the vector stability analysis are carried 

out based on the following parameters,

CFL  =  7, e =  1, ee =  3.5 (5.26)
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The amplification factor for a fixed body and fixed coordinates (o> =  ft =  0) is shown 

in Fig. 53. Figure 53 shows that the Runge-Kutta scheme is stable in such case, 

and the pattern of the amplification factor is similar to that of the scalar stability 

analysis (see Fig. 9). The amplification factor for a body rotating at 60 rpm is 

shown in Fig. 54 and Fig. 55 for the relative coordinates (w =  ft =  60rpm) and 

the absolute coordinates (w =  0,ft =  60rpm). As we see, both coordinate systems 

yield almost identical amplification factor as the case for a fixed body. This implies 

that the Runge-Kutta scheme is less sensitive to the rotation of the body than the 

ADI scheme, regardless of the coordinate system chosen.

5.4 R esults an d  Discussion

5.4.1 Efficiency Com parisons of A D I and  R u n g e-K u tta  schemes

Efficiency is of major concern for a numerical scheme especially in three dimen­

sions. As before, we will compare the efficiency of ADI and Runge-Kutta schemes 

based on the number of iterations, and the required CPU time to reach a specific 

convergence level. These comparisons are made on a 7 X 33 x 65 mesh for a hull-fin 

combination as shown in Fig. 56. Comparisons of the convergence rates of the 

Runge-Kutta and the ADI scheme in terms of the number of iterations are shown 

in Fig. 57, and comparisons based on the CYBER-205 CPU time are given in Fig. 

58.

On the basis of the number of iterations, the ADI scheme and the Runge- 

Kutta scheme with residual-smoothing converge at essentially identical rates as 

shown in Fig. 57. Both schemes converge at a rate of approximately five orders 

of magnitude per 1000 iterations. Without residual-smoothing, the Runge-Kutta 

scheme is slowed down by a factor of more than two. Recall that in two dimensions, 

the ADI scheme converges at a substantially faster rate than the Runge-Kutta
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Figure 56: Hull-Fin Combination with Surface Grid. Grid size is 7 x 33 x 65
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scheme. The primary reason is not because of an improvement of the Runge- 

Kutta scheme in three dimensions, but because of a significant reduction of the 

CFL  limit of the ADI scheme in three dimensions. As previous stability analysis 

shows, the ADI scheme essentially becomes conditionally stable in three dimensions, 

while the Runge-Kutta scheme remains the same limiting CFL number, which is 

2.8. By means of residual-smoothing, the CFL  limit can be brought up to 7, as 

shown in Fig. 57. The optimum CFL number of the ADI scheme for this case is 

experimentally found to be 5. This CFL number is twice as large as the limiting 

CFL number predicted by the stability analysis based upon three equal velocity 

components. The reason is that the eigenvalues in the r-direction are significantly 

smaller than those in other directions because ur is small. If the magnitudes of the 

velocity components were closer, the CFL  limit of the ADI scheme would be even 

more restrictive.

A comparison on the computation costs for these two schemes is shown in Fig.

58. Quite obviously, the Runge-Kutta scheme is much more economical than the 

ADI scheme in solving the three-dimensional Euler equations. The CPU require­

ment of the Runge-Kutta is about one fifth of the ADI scheme. Also notice that 

the advantage of using residual-smoothing becomes less because it requires more 

computational work. The superiority of the Runge-Kutta scheme comes from its 

fewer computational counts per time step and its higher level of vectorizability on 

CYBER-205.

5.4.2 Propeller Calculations

In this section, we shall apply the schemes studied so far to solve the inviscid 

flow around a marine propeller in the wake of a ship-hull. This represents one of 

the practical applications of numerically solving the Euler equations in engineering. 

Most of the contemporary marine propeller design procedures utilize the lifting-
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surface method [54-59] which is based on the potential theory. This method can 

solve the propeller flowfields efficiently. However, the potential theory is limited 

to irrotational flows. Generally, a propeller flowfield is strongly rotational because 

the propeller is operated in the ship wake. The most direct way to assess the 

performance of a propeller in such flowfields is by solving the Euler equations.

Previous study reveals the superiority of the Runge-Kutta scheme over the 

ADI scheme in solving the Euler equations. We therefore use the Runge-Kutta 

scheme to perform a series of computation on a propeller pictured in Fig. 59. This 

particular 5-blade propeller has a relatively high pitch and large area. The sections 

are NACA- 6 6  airfoils with linearly varying thickness, and the hub-to-tip ratio is

0.2. This propeller is assumed to be operated inside a shroud.

Calculations for this marine propeller are carried out on a mesh of 21 x 21 x 61 

grid points. (21 radially, 21 circumferencially, and 61 axially) Figure 60 shows 

the helical, body-fitted grid system generated by an algebraic grid generator. In 

principle, because the present algorithm is applied to a general coordinate, any 

arbitrary grid system can be utilized for computation as long as it is body-fitted. In 

practice, the computation is most efficient and robust when the dependent variables 

change uniformly across the grid points. The grid generator utilized here is designed 

to meet such requirement. For this grid system, the fully vectorized Euler solver runs 

at a speed of 3 iterations per second on CYBER-205. The calculations presented 

have converged at least four orders of magnitude.

The boundary conditions for these computations are based on the theory of 

characteristics as discussed above. The characteristic theory enforces specification 

of a boundary condition for each incoming characteristic line. For the upstream 

boundary, three characteristic lines are incoming, and three velocity components 

are specified. The downstream boundary requires only one boundary condition,
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Figure 59: Test Propeller with Surface Grid.
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Figure 60: Grid for Computing Flow through Test Propeller. Grid Size is 21 x 
2 1  x 61.
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and the pressure is specified. On the wall boundaries such as the blades, the hub, 

and the shroud, zero normal velocity is enforced. The boundary conditions requires 

inversions of 4 x 4 matrices for each boundary point. When using a vector machine, 

these inversions can become bottle-necked if they are not vector processed. Vec­

torizing the boundary points is more difficult because their storage addresses may 

not meet the vectorization requirement for the CYBER-205. In our Euler solver, 

this has been overcome by utilizing the special gathering and scattering technique 

to vector process these inversions.

Overall performance data obtained by solving the Euler equations are presented 

for a number of advance ratios in Fig. 61 through Fig. 63. The advance ratio is 

defined as

nD

where n is the number of revolution per second, D is the propeller-tip diameter, 

and Uq is the ship speed. The results for both irrotational and rotational flows 

are shown in the same figures for comparison. The irrotational flows are formed 

by imposing uniform inflows, while the rotational flows are formed by specifying a 

sheared inflow at far upstream. The sheared velocity profile is give by

2 1

Uz = Uq
\7tip fkiib/

U r  =  U $  ~  0

which gives a boundary-layer-like profile with the velocity 1.0 at the tip and 0.5 at 

the hub.

The thrust coefficient ( K t )  and torque coefficient [Kq) versus advance ratio 

are shown in Fig. 61 and Fig. 62, respectively. These coefficients are defined by

T  Qrr ^  tv* _ _  t?
T  __ 2 r i4  5 <2pn*D4 ’ Q pn2D5
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where T, Q, and p are the thrust, torque, and the density. Both coefficients are 

relatively high due to large pitch and area. The shroud also contributes to the 

high coefficients by prohibit communication of the pressure field over the tip. The 

velocity defect in the sheared inflow alters the angle of attack and significantly 

increase the thrust and torque level for the same advance ratio.

The effects of the viscous boundary layers are also estimated by adding the 

drag of a turbulent, flat plate boundary layer, and the estimated coefficients are 

expressed as the dashed lines. As expected, the boundary layers increase the torque 

coefficients but decrease the thrust coefficients. The net result is a decrease in the 

efficiency.

The calculated efficiencies for the irrotational and rotational flows are shown 

in Fig. 63. The efficiency is defined by

J  K t  
V  ~  2t t  K q

As observed, the cases shown in Fig. 63 are around the maximum efficiencies for 

both types of flows. The designed efficiency is approximately 0.8 for the irrotational 

flow at advance ratio 1.1 and 0.9 for rotational flow at advance ratio 1.2, both with 

blade boundary-layers considered. Notice here that for the rotational flow, we define 

the efficiency by the ship speed not the averaged inflow speed.

To depict the details of the solution, the pressure distribution and the stream­

lines for selected sections are presented. The cases shown are for an advance ratio 

of 1 .2 . Both irrotational and rotational flows are presented for comparison. Figure 

64 and 65 show the pressure distribution on the pressure and suction sides scaled 

by,

\ pVr  -  \P  [0 o +  (2 ™ r)2]

for irrotational and rotational flows. As can be seen, the rotational flow case gains 

a larger overall pressure difference between the pressure and suction sides from the
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changes of the angle of attack. However, near the hub section the pressure difference 

is less because of the smaller inflow velocity. As a result, the patters of the pressure 

contour for two types of flows appear to be quite different as shown in Fig. 6 6  and 

Fig. 67. The pressure contour for the irrotational flow look more ordered with the 

low pressure zone located on the blade-root. The low pressure region moves up into 

the blade center because of the smaller inflow velocity on the hub. This difference 

indicates a significant migration of the load distribution, and can cause an impact 

on propeller design.

Figure 6 8  and 69 show projections of the streamlines on an axisymmetric surface 

for the blade tip-, hub-, and mid-section corresponding to Fig. 6 6  and 67. Three- 

dimensional effect can be visualized from some of the streamlines such as those on 

the hub section of the rotation flow. From these streamlines the downstream vortex 

sheets can be located precisely. This can be used to benefit current lifting-surface 

computations. These streamlines also indicate the smoothness of the solution. As 

observed, the streamlines are quite smooth except around the leading edge where 

the singular points locate. Local grid refinement and the use of C-mesh in the 

vicinity of the blades would give improved resolution here.
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CHAPTER 6  

SUM M ARY

The Euler equations (compressible and incompressible) have been computed 

successfully by using advanced time-marching schemes such as implicit ADI and 

explicit Runge-Kutta schemes. Central-difference has been utilized to maintain the 

second-order accuracy. The numerical difficulty inherent to the parabolic nature 

of the incompressible system has been overcome by introducing a time derivative 

of pressure to the continuity equation. The resulting system is hyperbolic in time 

and is mathematically similar to its compressible-flow counterpart. Both systems 

are solved by the same time-marching procedures, and has been shown to be well- 

behaved by numerous computations.

Boundary conditions have been formulated based on the method of character­

istics (MOC). The MOC boundary procedure has been shown to be accurate and 

stable. Another boundary treatment known as the explicit boundary procedure is 

also presented for comparison. One widely-used set of explicit boundary conditions 

for compressible flows is addressed in detail. Analogous explicit boundary condi­

tions for incompressible flows are also formulated. The MOC boundary conditions 

are compared with these explicit boundary conditions in regard to their effect on 

the convergence and the solution quality. The results show that the MOC boundary 

conditions work better for both.

The convergence of these schemes is predicted by studying their stability char­

acteristics. Stability analyses show that the Runge-Kutta scheme is conditionally 

stable with a CFL limit of 2y/2, regardless of the number of dimensions. As pre­

dicted by the stability analysis, the Runge-Kutta scheme can be accelerated by 

using the so-called residual-smoothing method. This acceleration method has been 

applied to one-, two-, and three-dimensional Runge-Kutta scheme and proven to
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be effective. The implicit scheme, on the other hand, experiences dramatic change 

in its stability characteristics from one to three dimensions. The implicit scheme is 

unconditionally stable in one dimension; with virtually no limit in the CFL number 

and the convergence rate. In two dimensions* the stability analysis still predicts 

the implicit ADI scheme to be unconditionally stable but, suggests the existence 

of a maximum convergence rate for an optimum CFL number. The implicit ADI 

scheme becomes conditionally stable in three dimensions due to a larger tempo­

ral error. The limiting CFL number is reduced to y/4^5 as the stability analysis 

predicts.

The convergence rates of the ADI and the Runge-Kutta schemes have been 

compared extensively in this work. We have made these comparisons based on 

number of iterations and CPU-time required on scalar and vector machines. In one 

dimension, the implicit scheme is overwhelmingly superior to the explicit scheme; 

the CPU-time cost for the implicit scheme is about one order of magnitude less 

than that for the explicit scheme. For two-dimensional cases, the implicit scheme 

is still more efficient. However, the need for approximate-factorization in multi­

dimensional implicit scheme greatly reduces its efficiency and the explicit scheme 

becomes more favorable. In three dimensions, the Runge-Kutta scheme becomes 

more efficient than the ADI scheme. The restrictive CFL limit and the larger block- 

size of the three-dimensional ADI scheme give the implicit scheme a major decline 

in efficiency. Although the Runge-Kutta scheme converges at about the same rate 

as the ADI scheme, it is less expensive because of its fewer computational counts 

per step and higher vectorizability.

The application of solving the Euler equations by these schemes is demonstrated 

by computing flows passing a marine propeller. This is motivated by the need to 

solve rotational flows in order to understand the physics of the propeller/ship-hull
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interaction. Successful calculations have been noted by several runs for dilferent 

flow conditions on a five-blade propeller. Rotational flows are formed by impos­

ing upstream sheared inflows which simulate the velocity profiles of the ship-hull 

boundary-layers. The results are compared with irrotational flows for overall per­

formance data and flow details. The comparisons show significant change in the 

pressure distribution on the blade surfaces caused by the sheared inflow, and sug­

gest that the rotationality should not be ignored.

Besides the ADI and the Runge-Kutta schemes, some substitutional meth­

ods such as the diagonal ADI scheme and various LU schemes are also explored. 

Central-difference is taken to formulate the diagonal ADI scheme, while the upwind- 

difference of Steger-Warming is utilized to design the implicit operators of the LU 

schemes. Interest is focused on the efficiencies of these implicit schemes as opposed 

to the ADI scheme. Comparisons of their efficiencies are made in terms of number 

of iterations and CPU time on the CYBER-205. The results show that the DDADI 

scheme, a member of the LU schemes, gives the most rapid convergence based on 

number of iterations, while the diagonal ADI converges the fastest based on the 

CPU time. It is also found that some LU schemes can not be vectorized as effi­

ciently as the ADI scheme, but some could be more efficient than the ADI scheme 

in three dimensions.
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APPENDIX 

THREE-DIMENSIONAL COORDINATE TRANSFORM ATION

One conservative system of equations written in the (x, y, z, t) coordinate such

as
9Q 3E ()F 3G „  , ,
dt + dx  +  dy +  dz  "  * )

can be transformed to a general coordinate (£,y, £,t) with the following functional 

relationship with the original coordinate,

£ =  n = *?(*.». *»0 » ? = T = r(t) (A. 2 )

x =  x(£,t/,£ ,7-), y =  y(£,y,C,r), a =  «(£,»?,f ,r ) ,  t =  t(r) (A.3)

Consider the relation between the derivatives with respect to the independent 

variables of the two systems, (x,y,z, t )  and r). By the chain rule,

d a d d a
a (  =  x t a i  +  y t a t + Z t T z  +  ‘ e d i  { A A )

where the subscripts represent differentiation. The last term of Eq. (A.4) vanishes 

because the differentiation is carried out for fixed r, which is directly related to t. 

Equation (A.4) and other derivative operators in (£, r) system then become
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Reversely,

a  ,  a  , a  , a

9 * 9  , a  , a , Ae.
d y ~ ^ d ^ +rtvdu + *va$ (A,6)
a . a , a  , a

az ^ a £  +  l?'3 i |  &a f
a  t  a  , a  , a  ^ a
dt **dt n*dri Sid{ ‘dr

Applying the operators in Eq. (A.5) to £ gives

i  =  +  y^ty +  z tZz

0  =  % r \  Z x +  !/fj “t" z t ]  Z z  

o = x sZx + ysZv + zsZz 

o  =  £ ,-£ x  +  V r Z y  +  Z r t z  +  * r £ i

The metric coefficients £s> £y, and £z can now be obtained by solving Eq. (A.7). 

The result is

fx =  [yttzs ~  yszn)/JI

Z y  =  [ Z r , x s  -  z t x n ) ! 3 '  ( A .8 )

Zz = (Z'tjyg ~ xsy*i)l

where J f is inverse of the Jacobian of transformation,

J  = a ( ( , V, Sm x , y , z )  =  3 ( ^ ) 3 ^ )  -  J i  M

The rest metric coefficients can be obtained in the similar fashion by operating Eq. 

(A.5 ) on rj, f, and r. By the same token, operating Eq. (A.6 ) on x, y, z, and t gives 

the reverse metric coefficients. To summarize, the metric coefficients are given by
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1_
J>

f  Z x  Z y  Z z  Z t

Vx riy rjz  t]t

C x  £y ?* f t
V Tx Ty  Tz  Tt

(  V n z i  -  y ; z n z n x s “  z s x n x nVs ~  x iV n

Vixi -  y^s xixi -  Hxi xiVi ~ x&s
ytzr, -  yttH h xi ~ znxi xiVv -  xvyt

0 0 0

9 { x , y , z )  N

3 ( t , k , T ) t T

. S fa .tVi*) S(i,rt,r)tT
£  '

(j4.10)

The reverse metric coefficients are obtained by reversing (x,y,z, t )  and r).

They are also given for completion,
( x z  x„ x s x T

yf Vn yf Vr
t Z( Zr

1
J

Zt  *
V. t£ tff tj tT

^  V y t z  ~  l ) z S y  C y Z z  ~  f z Z y  Z y V z ~ Z z Tl y  ~  f l ( y ^ t f r ,  ^

V z i x  V x C z  $ z Z x  S x Z z  Z z t f x  Z x V z

V x $ y  ~  *?y£x f t :£ y  — S y Z x  Z x V y  ~  Z y t f x

V o  o  o

d ( z , Z f t ) T t

d ( x , y , t ) r t  

&

(A. 11)

Cyclic property of Eq. (A.10) gives the following useful relations,

£  /'£■') +  £  f 2 * U  £  ( k )  =  o
d (  \  J  J  3 i)  V J  )  3 f  \  j )

£ Y & ')  +  £ ( ,a ' W £ ( & ) = 0
d i  \  J  )  dt} \  J  )  d$ \  J J

d_
BZ ( § )  +  l j  ( ? )  +  Tt ( j )  +  Y  ( j )  =  0

(A.1 2 a)

(A.1 2 6 )

(A.12c)

(A.12d)

The system of equations, Eq. (A.l), are ready for transformation. Divide Eq. 

(A.l) by J , apply the chain rule, and make use of Eqs.(A.1 2 a-d) to get

a(Q n / J )
d r

+

+

a / QCt + E$b + T?£y + \
a *  V J  )
a  /  Qrjt +  Er?a +  F rjy +  G r\z \

Br] V J  J

± (  
S i  \ * ) +

J ( t r)a irr =  0 (A.13)
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In practice, t TT is made zero by specifying a linear functional relation between t  

and r. Here we let t equal to t .  By defining transformed dependent variables, 

flux vectors, and source vector, Eq. (A.13) becomes the governing equation in the 

(£, rj, £, r) coordinate system,

d r  +  a t  +  a n  a s  ( )

where
S  =  ± Q



www.manaraa.com

VITA

Ying-Liang Peter Tsai was born on April 8, 1959 in Kaohsiung, Taiwan, The 

Republic of China. He received the degree of Bachelor of Science in Mechanical 

Engineering in June, 1980 from the National Taiwan University and the Degree of 

Master of Science in Mechanical Engineering from The Pennsylvania State Univer­

sity in May, 1988.

The author was an Ordnance Officer of the Army of The Republic of China 

from August, 1980 to May, 1982. Subsequent to his military service, the author 

worked as a research assistant in the Energy Research Lab. of The Republic of 

China. He was a graduate assistant in the Department of Mechanical Engineering 

of the Pennsylvania State University from August, 1983 to May, 1988.


